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POWER ELECTRONICS

It’s not the level of power that defines what power electronic is. Power electronics deals with the use of
electronics for converting and controlling the flow of electrical energy from the source to the load in the
most efficient way (power processing).

The basic diagram of any power electronic system is the following.
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Reference
The power converter is used to adapt the source to the load. The other transfer of the power converter is
the control of the energy flow from the source to the load.

The power electronic circuit is typically a feedback circuit. E.g., we need to regulate the voltage provided
to the load from the source. We measure the output voltage, we compare it with a reference and the error
is amplified and used to modulate the flow of energy to compensate for the error.

POWER CONVERTERS
There are 4 types:
- DC/DC: it takes a DC voltage in input and produces it at the output, and at the output it can be
higher, lower or changed with respect to the input.
- AC/DC: rectifier.
- DC/AC: this operation is called inversion. These converters are used to drive motors.
- AC/AC: typically used in high power applications.

Power converters _
DC-AC Converter
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ower
input output < AC-DC Converter
Converter I~ ~ ——
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input ot oA
\
Dc-dc conversion: Change and control voltage magnitude
Ac-dc rectification: Possibly control dc voltage, ac current
Dc-ac inversion: Produce sinusoid of controllable

magnitude and frequency
Ac-ac cycloconversion: Change and control voltage magnitude
and frequency

DC-DC conversion plays a central role in the growing field of power management.

Efficiency

It’s one of the main guidelines when designing DC/DC converters. High efficiency means that the
conversion is provided with no or minimum power dissipation. Another figure of interest is the
dimension, alongside with the reliability and the cost.
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The efficiency is defined as the ratio between the output power and the input power. The higher the
efficiency, the lower the power lost in the conversion. Power lost is typically converted in heat and has
to be dissipated with heatsinks, which are bulky. Moreover, if we push efficiency we also increase the
battery life.

Types of DC/DC converters
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- Linear regulator: typically it is a sort of voltage divider. They have some problems, and in order
to overcome these problems we can use different converters.

- Switching converters: the difference with respect to the regulators is the presence of a feedback
loop. They use transistors as switches and we have 3 subcategories: switched inductors, switched
capacitor and hybrid converters. Hybrid are switched capacitors with small inductances to have
resonances and increase the efficiency of the system.

Linear voltage regulator

We have a feedback loop to set the output voltage equal to the reference voltage and the error is used to
modulate the Rpass to regulate the flow of power and keep Vout equal to Vref.

Assuming the amplifier is absorbing a negligible current, so that all the current flows in the two
resistances, the output power is simply Vout*Iout, as in the image.

Then the efficiency is the ratio between the output voltage and input one.



Resistor-divider-based DC-DC converter
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A real voltage regulator will be the following. Again, we are assuming the bias currents as negligible.
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This 40% efficiency is not good. 35W are dissipated by the passive element, transformed into heat and
they must be dissipated - we need a heat sink, but it is bulky, so it is better not to use it.

Linear regulation: summary

« Very small implementations possible 2 high power density
+ Simple, low-cost design; low output noise
+ Good efficiency for low V,/V 5, ratios

* Low drop-out (LDO) regulators, a special class of linear
regulators that have a low minimum input-to-output voltage
ratio (i.e., "drop-out" voltage)

» Used mainly for regulating an un-regulated power supply that has a
slightly higher voltage than the required V¢

+ Step-down only, i.e. Vo< Vi
* Very inefficient at large conversion ratios

How can we get better efficiency?

Linear regulators are used only in the applications where the difference between the input and output
voltages is minimal. They are called low-dropout regulators (LDO).



KEY DESIGN GUIDELINES
To seek for high efficiency, it is better to avoid magnetics (from signal processing theory), while from
power processing it is better do avoid lossy elements (resistors and transistors in the linear region).

Example — Switching DC-DC converter (Buck Converter)
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Input voltage is 12V and output one is 5V. The output current is 5 A because of the resistive load. We
are replacing the linear regulator with a single pole ideal switch. The switch is switched periodically
between position 1 and position 2. The voltage v_s is Vin if switch is in position 1, it is O if the switch is
in position 2. In the end I get a square waveform with a fixed period that is the reciprocal of the switching
frequency. The Duty Cycle is the ratio between the time in position 1 and the total switching period.

The square waveform has a non-zero average value that we can calculate. V_s (upper letter because
constant) is the DC multiplied by the input voltage. But the load must be biased with a constant voltage,
not with a square wave one. To extract the average voltage from the switch I add a low pass filter that
gets rid of the switching harmonic and keeps only the zero frequency component.

It is a second order filter, a 1* order one cannot be used because a simple RC the current in the R will
produce a large power dissipation, so we use a L instead of the R.

» Addition of (ideally lossless) L-C low-pass filter, for removal of
switching harmonics:

» Choose filter cutoff frequency f, much smaller than switching
frequency f
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:> Main idea: switch the input waveform, then filter
to take the average

At the output of the LP filter, if properly sized, we get a stable voltage depending on the DC.



If everything were ideal, the efficiency is 1.

With

- ideal switches, i.e.: Vg, (on)=0
l,, (off) =0
Tw=0

- ideal inductor, i,e. R =0

- ideal capacitor, i.e. R.=0

There is another interesting point. Not only the efficiency can be large, but the size of the converter, that
is typically limited by the size of the passive components (L and C) can be reduced by increasing the
switching frequency. The first plot is the spectrum of the switching (with the harmonics), while the second
plot is the Bode plot of the filter transfer function.

If we increase the switching frequency all the harmonics are pushed to higher frequencies, and to get the
same attenuation for the first harmonic we can move the cut-off frequency of the filter accordingly.

The corner frequency of a second order filter is fc = 1/(2*pi*sqrt(LC)) and increasing fc means we can
decrease the value of L and C, so decrease the size of both the inductor and the capacitor.

This allows also to increase the power density, defined as the power transferred over the area. Increasing
the power density is important to keep the electronics compact. So the smaller the switching frequency,
the smaller the occupied area.

Frequency spectrum of v,

» Switching at higher frequencies
» Reduces energy storage requirements
» Reduces passive component size
= |, Cvalues « 1/f
* Increases power density

gain attenuation

by the filter > Limitations of higher frequencies
« Switching loss

« Core loss

« Parasitics

-40 dB

-80 dB

36V, 3A
Buck
Regulator pyy

Adjustable
Vour down
to 0.8V

wwpp

However, increasing the switching frequency we also increase the switching losses of the active
components and also in the magnetic cores of the magnetic passive components.

So to get a large efficiency and a small volume we don’t have just to increase the switching frequency,
but we should also change the topology of the converter.



Switching DC-DC converter: roadmap to PwrSoC
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IDEAL AND REAL SWITCHES

—/_ SPST (single pole single throw)

Characteristics of an ideal switch

IDEAL SWITCH

« Zero current leakage when off, while blocking arbitrarily high forward
and reverse voltages.

« Zero voltage drop when on, while conducting arbitrarily high currents.

« Instantaneous switch on/off times. Switched at arbitrarily high
frequencies.

» Require zero power to control (switch on/off).

In order for a switch to be considered ideal, the 4 requirements in the image must be fulfilled. Moreover,
by definition, an ideal switch is a four-quadrant switch. It means that when it is open I can apply to it
either a voltage between terminal 1 and terminal 2 or in the opposite direction, and the current must be
zero despite the voltage or direction of the voltage. In addition, when the switch is closed, the current
must be able to flow in both the directions.

switch
on-state
current

OPEN CLOSE

on

1
off off

1
v ‘ ‘ | of.ate
voltage
on
2

2 (reverse conduction)

Four-quadrant switch

Active switch:  switch state is controlled exclusively by a third terminal
(control terminal).

Passive switch: switch state is controlled by the applied current and/or
voltage at terminals 1 and 2.

The switch can be real, so it is controlled exclusively by a third terminal (control terminal), or passive,
where the switch is controlled by applied current or voltage between two terminals (e.g. diodes, while
transistors are active switches).

REAL SWITCHING DEVICES

We can implement a switch by using a power semiconductor device. All power semiconductor devices
work as a single pole single throw switch (SPST). Of course, there is no key device that is good for any
application.

The first thing to do is to understand the application, and then to select the power semiconductor device
that suits the application. The best device is the one that meets all the application requirements in terms
of size, efficiency and cost-specific current capability.



» All power semiconductor devices work as SPST switches.

» Real devices approach ideal characteristics with varying
success.

» Each device has its pros and cons:
= there’'s no “one-fits-all” device;

= the best device is the one that meets application needs in
terms of size, efficiency and Amps/$ capability.

Practical implementation of SPDT switches
SPDT switch...

SPDT: single pole double throw switch (deviatore). It cannot be implemented with a power
semiconductor device, we can have only SPST, so to implement SPDT we need to use two real switches
operated in anti-phase.

POWER SEMICONDUCTOR DEVICES CLASSIFICATION

Power semiconductor devices

passively
rectifying

bipolar unipolar bipolar
A 4
schottky

bipolar
diode

diode

l LDMOS ‘ ’ i

+ “Unipolar” or “majority carrier” devices (i.e., Schottky diodes, power MOSFETs) use
only one type of charge carrier.
« “Bipolar” or “minority carrier devices” (i.e., thyristors, bipolar junction transistors,
IGBTSs, PiN diodes) use both majority and minority carriers.
We have a first split in two big categories: active and passive devices. Then each category can be further
split in unipolar (majority carrier device: it uses only one type of carrier to sustain the current in the
device) or bipolar (minority carrier device: uses both types of carriers to sustain the current, e.g. BJTs).
The typical unipolar passive device is the Schottky diode, while the bipolar one is the pn junction.



DIODE
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Figure 2-1 Diode: (a) symbol, (b) i~v characteristics. (c) idealized characteristics.

* A passive switch

» Single-quadrant switch:
» can conduct positive on-state current
» can block negative off-state voltage

Passive switch because the diode acts as a closed switch when the current goes from anode to cathode,
while it acts as a closed switch if we apply a reverse voltage. It is a single-quadrant switch and the one in
the center is the classical I-V characteristic.

If we apply a reverse bias, in principle there is no current flowing through the diode (except for the leakage
current due to the thermal generation in the depletion region, but in power semiconductor devices it can
be considered negligible). The diode can sustain the reverse voltage without making any current flow up
to the breakdown voltage, from which it start to conduct. We cannot apply any reverse voltage higher
than the breakdown voltage.

The last plot is the idealized characteristic of the diode. It conducts any current with zero voltage drop
and it blocks any current when reverse biased.

MOSFET
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Figure 2-9  N-channel MOSFET: (a) symbol. (b) i-¢ characteristics. (¢) idealized
characteristics.

* An active switch, controlled by terminal G
* Normally operated as single quadrant switch:

» can conduct positive on-state current (can also
conduct negative current in some circumstances)

» can block positive off-state voltage

The one in the image is an n-channel mosfet and it can be operated as a switch. When we apply a gate to
source voltage below the threshold voltage, the mosfet is off (even if in reality we have a small reverse
current). If we drive the mosfet into the ohmic region (Vgs and Vds > Vt), the mosfet is behaving as a
small resistor (from the channel resistance), so it acts as a closed switch with a small series resistance. it
is clearly not an ideal switch because of the resistance.



In principle the mosfet is bidirectional in current (two-quadrant device), because in the ohmic region the
current can flow in both directions. However, in most application the mosfet is operated with just one
current direction.

Difference between real and ideal power device

ideal rea
p

w
2
=
(a]
o0

Current

Current

ON | R, - rea
ideal :
ideal
« /
v, 0 Vonvoltage . /|
' In i
N 0f Vg Vv Voltage
real E

+ |deal devices show “zero” voltage drop in the on-state and “zero”
leakage current (and “infinite” breakdown voltage) in the off-state.

+ Real devices exhibit:
» a finite semiconductor resistance in the on-state (< on-state
voltage drop or forward voltage drop);

» a finite leakage current in the off-state;

= a maximum blocking voltage in the off-state limited by breakdown.
We can see that the ideal device shows zero voltage drop in the on-state region and zero leakage current
in the on-state, with infinite breakdown voltage. But the real one has a finite semiconductor series
resistance when on, and this resistance, if we increase the current that flows in the switch, causes an
ohmic drop producing a non-zero voltage drop between the drain and the source, so the mosfet is
dissipating power (we are considering the switch case).

‘When the mosfet is off, in principle there is zero current, but also the leakage one is so small that it can
be neglected. Moreover, a real device cannot block any voltage, there is always a maximum blocking
voltage that is determined either by the Vbreak in a diode or the Vbreak of the drain to bulk junction in
the mosfet.

We are concerned with the non-idealities because the main contribution to the power dissipation in a
converter is coming from the active or passive switches.

Power dissipation (loss) in real switches

* Due to their non-ideal characteristics, all switches suffer
from losses:

= Off-state leakage: when a switch is off, an extremely small
current will still ‘leak’ through the switch. The power loss due
to off-state leakage can be assumed to be zero.

= Forward on-state voltage drop causes conduction loss

= Finite switching times lead to large transient power
dissipation, called switching loss.

+ Finite power required to control the switch, called base or
gate drive loss.

When the device is off, the current in principle is not zero so there is a small power dissipation, but
nowadays the quality of the Silicon technology is so high that it can be neglected.
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We must be concerned with the forward on-state voltage drop, which causes the conduction loss. If we
assume that the switch is closed, there is a constant power dissipation given by I*Von, if I is constant.

Moreover, there is another source of loss coming from the fact that the switched is on and off periodically
in a converter, so it has to perform a transition between states. During these transitions there is a lot of
energy dissipation = switching loss.

There is also a third loss coming from the finite power required to control the switch = base or gate drive
loss.

SWITCH LOSSES
L Vas=8V
LRI +Vop
' Vas=7V
8k
f Turn ON 'dl R
] \ .
1 Tumn OF
! N Vas=5V vgs_l—l__J
= \ Vas=4V
o
v T T T T D4 T V
VDsoma0 80 120 160 200 240

+ Off-State Leakage (point A)

Leakage currents are generally so small that the power loss in the off-state
can be assumed to be zero.

Conduction loss (point B)

When the switch is on, there is a slight voltage drop across the switch.
Vps(on is usually large enough to cause significant power losses.

Switching loss (A < B)

It takes a finite amount of time to turn on (off) the switch. Finite switching
times lead to large transient power dissipation.

Let’s consider the circuit on the left, which is used to switch on and off a resistive load. The diagonal
black line is the load line; point A is obtained assuming there is no current, computing the voltage drop
from source to drain (it is Vdd) and point B is calculated assuming Vds is 0 and so current in the mosfet
is Vdd/R.

Let’s start with the transistor off. There is no current in the load (neglecting the leakage current), so there
is no power dissipation in point A. The situation is different in case B. If Vgs > Vt, the mosfet is in the
ohmic region and we are in point B where the voltage between drain and source is not 0, but Vds_on;
due to the current that is flowing (I_1), power dissipated is I_1 * Vds_on and it is called conduction loss.

If the mosfet does a transition between on and off from point A to point B, I'm moving along the load
line and the mosfet passes from a situation where we have a non-zero voltage Vds to a non-zero current
in the mosfet. So when switching on, the transistor is dissipating energy. This dissipation is the source of
the switching losses. If the switch was ideal, there would be no dissipation, because the passage from
point A to point B would be instantaneous.

In power electronic, the typical load that we have is an inductive one (to be placed in series to the resistor).
When we turn off the mosfet, the mosfet is going to blow, so we need to add a clamping diode (diodo di

ricircolo). Something similar happens in converters.

The mosfet is turning on and off periodically, and let’s assume that we have reached the steady state. The
average inductor current is constant. If fs is much larger than the cut-off frequency we can assume that
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the instantaneous inductor current is almost equal to the current in the load (I0), so constant. Hence we
can replace the inductor with a current generator and the capacitor with a battery.

=
Switch losses (clamped inductive load) 13
T fu;m
real -t it
MOSFET _ lo
v, Vi - R vV
" o + 'ideal z v ey
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V‘NC v -,
t:l_[. fate * ideal
or, 7, driver i diode

If we assume that the mosfet is off, there is energy in the inductor and the current that was flowing in the

inductor is redirected in the clamping diode (I'm in point A).

‘When we turn on the mosfet, the current that flows in it starts to increase, but the current in the diode is

10-1_A.
L T,
Ia A -3 R
, g/ TTT\
real NENN I l %
MOSFET [ \
Vin T Ve 4 “S l' Ve
t . + ideal /u
. :;;’.‘4:4-, i, diode \

Turn ON
>

Hence until the current 1_A reaches 10, there will be current in the diode. So the mosfet is operating in
the plane as if the voltage is still clamped by the presence of the diode (vertical transition). When i_B =
i_A, there is no more current in the diode, the diode is disengaged and so the voltage across the mosfet

stops increasing.

So the load line for a clamping inductive load is not actually a line, but a square box trajectory.
Of course, the same is valid for the opposite transition. Everything is show in the following plots.

transistor
waveforms

Turn OFF transition
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diode
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We can see that during the turn off transition, firstly the voltage increases linearly the current stays
constant (diode not engaged) and when the diode is engaged the voltage is clamped (first plot). If we plot
the instantaneous power dissipation (last plot), we get a triangular instantaneous power dissipation. The
area is the power dissipated.

Switching loss

Energy lost during turn-on and

i
i
i
turn-off transitions ESW\
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i
1

Energy lost during conduction

Econg
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This is the same reasoning of the previous image for the blue line, while the red line is the voltage across
the mosfet device, while the green line is the current in the mosfet. The mosfet is initially off, then turned
on and off again. This happens periodically and we want to compute the average power dissipated by the
mosfet.

To calculate it, we can compute the energy dissipate in a cycle and divide it by the period to have the
average power.

We can split the integral in two components: the conduction energy Econd, which is the area subtended
by the blue line when the switch is conductive (on) and a second term Esw, energy dissipated in the turn
on and off transients.

Esw is computed calculating the area of the triangle. The peak value of the triangle is Vin*Io and the base
ist_on or t_off, and I have to put them together. The switching loss is the average power dissipated during
the turning on or off transients. We can do the same thing with the conduction loss.

Two important observations:

1. Switching loss is inversly proportional to the switching period - the higher the switching
frequency, the higher the switching loss. So to increase the switching frequency without
increasing the switching loss I need to reduce t_on or t_off or both.

2. Also the conduction losses are apparently proportional to the switching period, but t_cond/Ts is
the duty cycle, which is fixed once decided the application.

t_on and t_off of a mosfet device are typically in the tens of ns range, while the switching frequency is in
the order of few hundred of kHz up to few MHz, so much larger than t_on and t_off.
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SWITCH REQUIREMENTS

In order to approach ideal characteristics, the following
requirements must be met:

* High blocking voltage while OFF
+ Low voltage drop while ON :> low conduction loss

+ Fastturn-on and turn-off >——> low switching loss

These requirements are conflicting!

These three characteristics are conflicting, so we need to make trade-offs.

14



SCHOTTKY BARRIER DIODE (SBD)

SCHOTTKY

CONTACT METAL
) +  Unipolar device.
The drift region is designed to support the
N-DRIFT REGION blocking voltage.
R”é Wo « Assume a low, uniform doping
concentration for the drift region.

+ Neglect any junction curvature effects by
- assuming a parallel-plane configuration.

Simple 1D analysis can be performed.
OHMIC CONTACT

(CATHODE)

= W, is the width of the low-doped n region (drift region)
= Np~ 10" +10"8 typ.

It is similar to a pn junction, but we have a metal deposited on top of Silicon which is a stack of two
regions: a low doped region over which we have the metal and a highly doped substrate. The junction is
between the metal (anode) and the semiconductor low doped. We have also a series resistance due to the
n-drift region.

It is a unipolar device because the metal cannot inject holes in the n-type semiconductor, so conduction
is sustained by electrons. Moreover, the drift region is sized to allocate the depletion region when we
reverse bias the diode. The n+ substrate is used to minimize the series resistance towards the metal
contact.

We assume that the doping level of the drift region is constant and we will neglect any termination
structure (assuming thus a 1D device).

REVERSE BIAS
Reverse bias Gauss's law  Def. of potential
Anode
, E[dE(X)_p E(x)=_ﬂ
dx g€ dx
Wo p=a:Np; &=10"2F/cm for Si
n % _ qNDXdeq [V _ EMXdep]
M- R e
n € 2
Vg

Cathode *

» The solution of Gauss’s equation leads to a triangular electric field
distribution , within a uniformly doped drift region.

» The slope of the field profile is determined by the doping concentration.

The device is not able to conduct current and it is operated as an open switch. The Gauss law and the
potential definition can be simplified in the case of a 1D device.

We notice that the electric field decreases linearly in the depletion region starting from a maximum value
that occurs at the boundary between the metal and the semiconductor.
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x_dep is the thickness of the depletion layer. V_r is the area of the triangle.
The slope of the electric field is proportional to the doping concentration, the higher, the steeper.

BREAKDOWN
Anode E
W + Breakdown occurs when | E,,| = E¢
° « for silicon, E ~ 2.5-105 V/em
x (weakly dependent on Np)
8
" u X _ |2eVeo
Vao \oi dep _max qND
Cathode x

» W, is chosen such that the space charge region barely reaches the
n+ layer at breakdown i.e.,

[xdep_max ~ Wp (non punch-through design)]

If we increase the reverse bias voltage, the electric field becomes higher and higher until we reach a value
so that the junction breaks down. Breakdown electric field is almost constant.
We have a corresponding maximum thickness of the depletion layer with Ec. Vbd is the voltage that we

are applying in order for the electric field to reach Ec.

The Shottky diode is designed in such a way that the depletion region almost reaches the n+ region at

breakdown.
The rational of this design is to block the voltage.

Design for a target blocking voltage
At breakdown:

Anode
=Wp

r Xdep_max

Therefore:
E.w,
V = C*'D
BD 2
W, = 2eVg,
L Veo % qND

Vep o
Cathode *

Combining the two equations we get: Design example

V,, =100V

xew dapx

W, =8 um

Np ~2:10" cm™

From the system we can get the Wd and Nd. Thus we can tune the design of the Shottky diode to clap
the voltages we want.

FORWARD BIAS
In this regime we inject a current from the anode to the cathode and the current flows. In forward bias

there is a small potential barrier between metal and semiconductor (small means 0.3 or 0.4 V) and also

16



another contribution. The current that flows in the diode flows also in the drift layer, hence through a
resistive path. This generates an additional voltage drop Vd.

Forward bias

+ Inforward bias, only the small potential barrier between metal and
semiconductor material must be overcome (around 0.3 — 0.5 V for Silicon).

+ An addidional voltage drop V, develops across the low-doped base region due
to the current flow in the ON condition (forward bias), resulting in V=V +V,

W il
Wy 1

Vo w
R = R, =p = iy
. § U IWD P A quN, A

F' The area-specific resistance (R, A) is a more significant FOM:

w
Ry A=Royg =qp_llil
n' "D

where Ry, ., is referred to as ideal specific on-resistance of the drift region.

[Q-cmz]

We can calculate the series resistance Rd by definition, knowing that we are using a block of Silicon. Of
course, I cannot increase indefinitely the area, so the figure of merit to use is the area specific resistance
Rd*A = Ron,sp. It is an ideal computation because I'm considering a 1D device.

The goal of the designer is to obtain a small Ron,sp. In fact, the smaller the better.

Baliga’s FOM

+ ldeal specific on-resistance of the drift region

2
Replacing Voo = EC;ND and N; = gk in the above equation we get:
QVep

The denominator of this equation (e-y,- Ec3) is commonly
referred to as Baliga’s figure of merit (FOM) for power
devices.

« Baliga’s FOM is an indicator of the impact of the semiconductor material
properties on the resistance of the drift region.

+ The cubic dependence of Ry ¢, on E. favors wide-bandgap (WBG)
semiconductors such as SiC an GaN .

| Si | GaAs | _SiC_| GaN
Breakdown Electric Field (MV/cm) 03 0.4 24 3.0
Electron mobility (cm?/Vs) at 300K 1350 8500 370 900
Relative dielectric constant 11.8 131 10 9.5
BFOM = g.u . E.® normalized to Si 1 17 [ 119 537 ]

The one in the blue box is the Ron,sp computed before. Still using the same equations for Em and Vr
seen previously, we can get another Ron,sp definition by substituting in the Ron,sp formula in the blue
box.

We notice that the larger Vbd, the larger the specific Ron. Moreover, Ron is inversely proportional to the
critical electric field Ec. The product epsilon*mu_n*Ec”3 is called Baliga’s FOM.

So at the same blocking voltage I can get a smaller Ron,sp if I use some material having a larger Ec with
respect to Silicon. These materials are called wide-bandgap materials, such as SiC and GaN.
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Sivs SiC

SI A Sic éc_sn: 210’Ec_5i \ #

Schottky Contact Ohmic Contact
Therefore:
* Wp g ® 0-1'WD_Si
.
2
‘ ND_SlC ~10 'ND_Si
Ec(sic) 7
& 3
V = : RONSp_S\C ~10 'RONﬁp_Si
Ec(s) = @ the same bloking voltagy

Drift Layer Thickness

Typical range of application of
unipolar and bipolar power
devices in Si and SiC in terms of

rated blocking voltage. B osrer rer 8 suitch |
; & icer o i

100V 300V 600V 1.2 kV 45kV  10kV 20 kV
Voltage rating (V)

It is a comparison where the top diode is made using Silicon, and the bottom one using SiC. The devices
have the same blocking voltage, so the area of the red triangle is the same of the blue one. The difference
is in the Ec value, so in order to have the same area we need to decrease the doping level in the drift
region of the Si diode to have it large, which translates in a large diode and large Ron,sp. With SiC we
can have a larger doping and thinner device.

To recap, the great advantage of unipolar devices are the fast switch on and switch off times. This means
that we can increase the switching frequency without increasing too much the switching loss, because
turn on and off occur very fast. This is why mosfet devices can be operated at hundreds of kHz.

The disadvantage is the trade-off that we cannot use a unipolar device if we want to have at the same
time a large blocking voltage and a large current, because we would end up with a large Ron,sp, which,
combined with a large current, generates a large power loss. So for large currents or high blocking voltages
better not to use unipolar devices, unless we change Si with another material.

THE LIMIT OF SILICON

Ny = Lﬁ [Q szj

&, 'Eo See B.J. Baliga, “Fundamentals of Power
Semiconductor Devices” 2 edition,
/ Springer International Publishing, 2019
Replacing:

1
W, = 1200 cm2/Vs, [EC =7.7-10° VEE] we get:

unipolar specific on-resistance

-
o
]

Rowe =5.9:107 V22 [Q-cm? |

ON,sp

-
e

- Uni i devi i 25
Unipolar Si device has min Rgy ¢, & Vgp

« Si typical unipolar devices up to

Specific On-Resistance (Qcmz)
=)
N

10°®
300V -600V F A :SIC JFET
[ ® . 5iC MOSFET]
10-4 . A IR |
10? 10° 10

Breakdown Voltage (V)
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To overcome the trade-off of Si in the unipolar devices we should use bipolar devices.

Conversely, in the previous image we have replaced the critical electric field Ec in the Ron,sp formula.
We have also a formula that relates Ec with Vbd, and if we replace this Ec expression in the Ron,sp and
consider u_n = 1200 cm”2/Vs, we get a proportionality between Ron,sp and Vbd only.

The relationship is plot in the right plot. The black line is a fundamental barrier we cannot overcome.
The other barrier is the SiC one, and there is a 3 order of magnitude difference between the two limits.
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PIN POWER DIODE

TN Uivue oA

Glass passivation Anode metal ‘

) p-Si \

S

pn-junction  Cathode metal

oK

v

Bipolar device.

An n+ layer must be added between the low-doped n side of the p+n
junction and the cathode metal layer.

v

wn

The middle region is not "i" (intrinsic), but n--type, with a much lower
doping level than in the outer regions.

v

Termination structures will be omitted from now on (1-D structure)

v

- p-i-n structure

It is a bipolar device, and the advantage of a bipolar device with respect to a unipolar one is the possibility
of exploiting the conductivity modulation, which allows to overcome the Si limit.

The PIN diode is a pn junction diode with an additional layer of Si which is highly doped with acceptors
with respect to the Schottky diode. It is a bipolar device because the conduction of current is sustained
by both electrons and holes. The n- low doped region is called intrinsic region, but there is no intrinsic

Si.

IA I.A

p’ P’

o
n wp + In epitaxial PIN diodes the drift

n* X region width wy ranges from a few
n’ pm to tens of um.

I K Il\' . . .

Epitaxial diode Diffused diode * In diffused PIN diodes Wp I8 of the
order of hundred pm.
10" cm3typ

7] 101314 em2typ H

— —x

There are two different categories of PIN diodes, epitaxial and diffused. The difference is the thickness
of the intrinsic layer. In the former it is up to few tens of um, in the latter hundreds of um.

The junction is the p+/n- one and it can be considered as a step junction (so across the junction the
doping level abruptly steps) highly asymmetric. If so, we can use the same equations used for the
Schottky diode.

PIN DIODES: NPT AND PT DESIGNS

The plot on the left displays the doping level as a function of the internal position x inside the device. On
the same figure there is also the plot of the electric field (red) inside the n- region when we reverse bias
the junction. The base layer is the drift layer, and its width determines the blocking voltage.
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There can be two possible designs for a PIN diode:
1. Non-Punch Through design: at Vbd, so when the peak E reaches Ec, the extension of the
depletion layer barely reaches the n+ layer (as in the Schottky diode).
2. Punch Through design: the electric filed is allowed to penetrate in the n+ layer (right plot) and
we have a trapezoidal electric field profile.

The advantage in the PT design is that we can get the same blocking voltage by shrinking the width of
the intrinsic layer, having a small Ron,sp.

N IE|
Np
I Ec I Ec
+ [EX) o TR Field shape at BD,
P nt Pl nt ; ;
........ i.e. with |[Ey|=E¢
E=0F
n o
0 X Wp 0 > X Wp
a) Triangular field shape b) Trapezodial field shape
Non-Punch-Through (NPT)-diode Punch-Through (PT)-diode

The base width along with the base-doping concentration determines the
blocking voltage. Two different cases of the field shape can be distinguished:

* Wp is chosen such that the space charge does not reach the n+-layer (triangular
field shape) = non-punch-through (NPT) diode.

* Wpis chosen such that the space charge penetrates the n+-layer, then the field
shape is trapezoidal - punch-through (PT) diode.
NPT Design: blocking voltage

For an ideal NPT diode, w;, is selected such that, at maximum reverse
voltage, the end of the triangular field is located at this point.

2V,, E
o= o o3| i@
E. x |E.=7.7-10°-V,2| (3)
2
— 8EC * B.J. Baliga, “Fundamentals of Power Semiconductor
D~ (2) 'EC Devices" 2nd edition, Springer International
2qVBD Publishing, 2019

Plugging (3) in (1) and (2), we get:

Large Vgp , €.9. > 10% V requires:

W, er, =2.6-10°-VE  (cm)

D(NPT)
- Wp>80pum;

4
N =1.85-10"-V,2 (cm™) - Np<1.810™cm3.

D(NPT)

The approach is the same as in the Schottky diode. The electric field profile is triangular and we want to
design the thickness of the drift layer such that at Ec the depletion layer barely reaches the n+ layer to get
the minimum possible Ron,sp. We use the exact same formulas.

In reality, Ec is not constant but it depends on the Vbd voltage as in the red box. Then, by combining all
the formulas we get the ones in the yellow box.

With large blocking voltage we need Wd > 80 um with a corresponding doping level as in the image.
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PIN DIODE - FORWARD BIAS

Carrier
Density
sy )

— 0

| Pt *m

0

N” drift (1)+ N+ ‘
Wo

1)

When the forward bias applied to
the rectifier increases, the
injected minority carrier
concentration also increases in
the drift region until it ultimately

exceeds the doping
concentration (Np). This is
defined as high-level injection.

2) Forward bias injects holes into the
drift region from p* layer.

% Electrons are attracted into the
drift region from n* layer to
preserve charge neutrality.

-> double injection.

‘What happens if we forward bias the PIN junction? This is the big difference with respect to the unipolar
device.

If we apply a forward bias, we start injecting majority charges from the p side of the junction (holes in
this case). Since the doping level of the drift layer is very low, by increasing the forward voltage the
concentration of the charges that are injected in the n- layer increases and soon overcomes the
concentration of the majority carriers (electrons, 10°14). However, if we forward bias the junction we are
injecting an enormous quantity of holes and the concentration soon overcomes the one of electrons in
the n- region. This particular condition is called high injection: the concentration of minority carriers is
higher than the one of majority carriers (e- in the n- region).

Since the concentration of holes is overcoming the one of electrons, we have a charge imbalance, which
is not allowed in the drift layer, so the device is injecting electrons from the n+ side to reach a charge
neutrality condition.

In the end we get a drift layer which is full of holes and electrons. The result is that the conductivity of
the drift layer, due to the high concentration of e- and holes, is increasing. This mechanism is called
conductivity modulation. Of course this happens if we are in a high injection condition (n_a is the
concentration of electrons and holes, which is almost the same.

| P'-Hw N drif @q-m]

0 Wp

Carrier

g 3) If wy = ambipolar diffusion length
ensity

L, , carrier distributions are quite
flat with p(x) = n(x) = n,.

4) For n,>> Ny, the resistance of
the drift region will be quite small.
-> conductivity modulation.

A high concentration of both electrons and holes in the drift region will
strongly reduce the voltage drop across this region with respect to the
ohmic case where only majority carriers were present.

Conductivity modulation allows us to have a very small resistance, so even if we push a large forward
current we don’t have a large power dissipation because we have decreased the resistance value.
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In the second plot we have the voltage profile inside the device; we notice that the forward voltage has a
first drop inside the device caused by the junction, then there is a voltage drop in the drift layer. The total
voltage drop in the drift layer is Vd. Then there is also a small voltage drop in the n+/n- junction.

Let’s see in detail what happens in the forward condition and which is the resistance of the intrinsic layer.

q(u, +u1,)n, AV, : . No_diffusion current in the drift region
o lp=—"—F"2—— (Ohm's law) (n,=const)
Wo = Vp=voltage drop across the drift region

« The mobility is dependent on the carrier concentration:
Ho

1+-2
nb

n, ~10'7 cm isa fitting parameter

Mo +H,=

» The forward diode current including density-dependent mobility can be written as:

_qnaAVD Ho

Wi | 1ge
nb
+ The latter equation can be inverted to calculate Vg/lc, assuming n, >> n,

X

M _ et
I qun A

To find the resistance value, we assume that:

- There are no diffusion currents in the drift layer. This is true if we assume a flat concentration
profile. We are applying the Ohm’s law in the drift layer: J = sigma*E, where sigma is the
conductivity. Then E = Vd/Wd, and J = I/A.

- Mobility depends on carriers concentration: if we increase the charge concentration in the drift
layer we have carrier to carrier scattering and hence a reduction of the mobility. It has a decreasing
shape that is described by the second formula. u_0 is a constant term, n_a is the concentration of
electrons and holes in the conductivity modulated layer, while n_b is a fitting parameter for the
curves.

Then we substitute in the first expression and we get the third one. The third one can be inverted
to get Vd/If, which is the resistance of the conductivity modulated layer (drift layer).

If we assume that n_a >> n_b, the simplified result is in the blue box; the resistance of the drift
layer, in conditions of conductivity modulation, can be written as above.

In the next plot we have the I-V %

characteristic of a PIN diode. Initially A

it increases as an exponential, but o

then it is described by a simple | «| R, Vo __Wo
- = Infineon, IDP30E60 e qun, A

resistive one, because at large &

currents the series resistance of the T ““
drift layer becomes dominant, so -
current increases linearly. The
reciprocal of the slope of this

characteristic is exactly Rd. Hence at oo
large forward currents the drift o _ _ _

. . + Atlarge forward currents, the drift region behaves like an ohmic conductor having
region behaves as an ohmic a conductivity of qn,.

conductor havmg a conduct1v1ty of + The voltage drop across Ry, is a significant contribution to total forward diode

q*u_()*n_b . voltage:
V= Ve + Ve + 1R
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The voltage drop across Rd is hence a significant contribution to the total forward diode voltage, and we
want to minimize this contribution to minimize the conduction losses. To do so we need to increase n_a.

Our analysis will be done not on Rd, but on Ron,sp = Rd*A = Wd/q*u_0*n_b.

SPECIFIC ON RESISTANCE: UNIPOLAR VS BIPOLAR

A
Schottky P-i-N

Bl ws diode diode P’

NPT design for both structures "% B | Ve

n'

Wo

D
=  Low F‘\’ONSp =————=_ conductivity
QFlnND <€ yalue ! g 1N, €™ modulation !

=5.9-10"° - Vjy [Q-cm?]

RON,sp =

=7.6-10 *’-VE,<75D [Q-cm?]

+ These equations clearly show that as breakdown voltages increase, bipolar

devices and majority-carrier devices suffer reductions in their current-carrying

capabilities. However, the reduction in bipolar devices is less severe compared to

majority-carrier devices.
We are comparing the figure of merit for a unipolar device with the one for a bipolar device.
The Ron,sp for the unipolar one is depending on Nd, which is the doping level. The PIN diode has a
similar sxpression, but the difference is in the n_b term.
In a unipolar device Nd is in the order of 10*15, while n_b is at least 10"17. Hence if the sizes are the
same, a bipolar device shows a Ron,sp which is a couple of order of magnitude smaller than the
corresponding unipolar device. This difference comes from the conductivity modulation that is allowed
by the presence of both n type and p type charge carriers.

This conductivity modulation happens in the same way in BJT.

PIN diode: turn on and turn off

+ - +
— P L

log(n,p)

* Injection of excess
carriers into base
region greatly
reduces Ry,

Time  TURN-ON

'og(n'p)ﬂme * Rp increases as
excess carriers are
removed via
recombination and
carrier sweep-out

(negative current).

Time TURN-OFF
Time

1 I X
The price to pay for a small Ron,sp is that the switch on and switch off times are much longer for bipolar
devices than for unipolar device, and this is a consequence of the charge accumulation in the drift layer.
We are flooding the drift layer with charges, holes and electrons when we turn on the device, and when
we turn it off we need to get rid of them, and this takes time.
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The consequence is that we cannot use a bipolar device at high switching frequencies.

The situation is worse in the turn off transition because we start with a lot of holes and electrons in the
drift layer and we cannot say the device is off until we get completely rid of these charge carriers.
The results of the simulations are in the following curves.

« Turn-on [P N .

\  Excess carriers concentration

14\ 5 = steady state

e
e
/

%

=4
1

Diode Voltage [V]

/

no excess carriers

o o) 200 300 w0 500 ) -
. 13 Basc doping profile
Time [ns] 10 pagprote T
x=0 =W
. a » Turn-off
X &, P N- ' N*
Enx " 00l A
S 25 y K
Turn-off di/d e = Vo '
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E K z "

Sw W Ya) 10

P L

2. oF | s I\Yreverse

2 - 1 \ Recovery -

= 0 y difdt L
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Time [ns]

To justify these curves we must assume a small inductance in series with the diode. Initially the diode is
driven with a constant current in the forward bias region (current red is flat, plot x) and at time t0 the
switch is closed and I reverse bias the device.

When we turn off the device the current starts to decrease with a constant slope determined by the
inductance up to t1 when it is 0. But the diode is not off, because there is still charge in the drift layer that
must be extracted with a negative current. This is the so-called reverse recovery transient. The
accumulated charge in the drift layer can sustain a negative current.

When the current returns back to zero we have removed all the charge carriers. The reverse recovery
transient is a problem because we need for it to be over to have the device off and it is a transient also
responsible for an additional power dissipation.

The current reaches the peak (valley) exactly when the voltage across the diode is equal to the value y.

Turn-off: di/dt

J} _100nH
+ t=0 T
Ve=10V 1|F=1 A t
Ig =1 ia(t)
vy=0 T
v, &=V =-10V lp dig/dt
aiy(t)_di (1)
dt  dt ‘

iy(t) =1l —%t

We have a PIN diode with a parasitic inductance in series.
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Initially the switch is off and there is a current generator that pumps a current of 1A in the device. Att =
0 the switch is closed applying 10V, so we are reverse biasing the diode. However we have the inductor
between the voltage generator and the diode.

We can assume that as far as there are accumulated charges in the drift layer, the voltage drop across the
diode is negligible, more or less 1V, with respect to 10V. So Vd initially across the diode is 0.

Current in the diode is the same that flows in the inductor. So at t = 0 we have 10V on one side of the
inductor and OV on the other side because the diode keeps the voltage to more or less 0V.

100 nH
o 0V

We can use the relationship for the inductor. Since V1is constant and equal to 10V we can easily calculate
di/dt, which is negative and equal to -Vr/L (r = reverse). So the slope of the current is fully determined
by the value of the inductor and the reverse bias we apply.

As for the voltage, in the previous image the blue line was the voltage and we noticed that it was around
zero and it stays OV until we get close to the peak of the reverse current. This because as far as there are
holes and electrons in the drift layer, the diode can still be considered to be forward bias. The voltage
drop becomes consistent after we have overcome the minimum of the current.

From a qualitative standpoint, the current reaches zero and becomes negative, reaching a valley (peak
reverse recovery current) and then goes back to zero. The area subtended by the reverse recovery
transient is called reverse recovery charge, and this charge is related to the charge accumulated inside the
drift layer.

The duration of the recovery transient in principle is infinite because we have an exponential recovery,
but to set a time we typically consider the time from the point where the current is 0 to when it reaches
25% of the peak value (trr). trr can be split in two parts:

- t_a: time needed for the reverse transient to move from the zero crossing to the peak.

- t_b: time needed for the recovery to move from the peak to the conventional stopping point.

Reverse recovery charge
The reverse recovery charge Qr depends on several parameters.

+ Q, depends on diode on-

. - — state forward current, and on

f T o ® the rate-of-change of diode

e o ©° § current during diode turn-off
© transition
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In the plot on the bottom right there is Qr as a function of the slope of the current that we are using to
turn off the device, and the slope of the current strongly depends on how we designed the circuit.
Moreover, there is a strong dependance also on the initial current. The larger the current, the larger the
quantity of charge carriers in the drift layer and so the larger the Qr.

Qr increases if we increase the slope of the current. In fact, if we assume the initial current is 4A, if we
increase the slope from 200 to 400, Qr increases.

As for the relationship between Qr, trr and di/dt, we have the following (we simply compute the area of
the triangle).

Ia(t
t, = [(1+RSF) 2%

Vot

I dig/dt

. =B _d
’ "\ (1+RSF) dt
I i,
\ t_+ Recovery Softness Factor
t 0 t
0.251, ' t
“ RSF =2
Teg: ta
(a) Soft recovery (b) Abrupt recovery

We can define the recovery softness factor as the ration between, t_b and t_a. if the RSF is large, the
device has a soft recovery, so the t_b duration is larger than t_a and it is call soft because the current softly
goes to ground in relatively a lot of time.
If RSF < 1, we have an abrupt recovery.

In principle a abrupt recovery seems better than a soft one, bit this is not always true, because one
drawback of the abrupt is that we are exciting the parasitic inductances in series with the diode, producing
ringings, and ringings ends up in a lot of setting time.

Abrupt recovery: ringing

1)

UK Faum
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Ul'(’(l,":w v 1
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' t, I,
i

» The inductor and capacitor then form a series resonant circuit, which
rings with decaying sinusoidal waveforms.

» This ringing is eventually damped out by the parasitic loss elements
of the circuit, such as the inductor winding resistance, inductor core
loss, and capacitor equivalent series resistance.
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The problem of ringing comes from a parasitic capacitance across the diode, which is the junction
capacitance. The ringing comes from the interaction of the parasitic inductor and parasitic capacitance.

If we look at the voltage drop across the diode, the current reaches zero when the voltage across the
diode, which is also the voltage across the parasitic capacitance, is not equal to the steady state value -
Vr. So we are in an unbalanced situation, because in the capacitor we have an additional energy stored
with respect to the steady state. This energy starts to bounce back and forth between the capacitor and
the inductor producing ringings.

TYPES OF POWER DIODES

Standard recovery
Reverse recovery time not specified, intended for 50/60Hz
Fast recovery and ultra-fast recovery
Reverse recovery time and recovered charge specified
Intended for converter applications
Schottky diode
A majority carrier device
Essentially no recovered charge

Model with equilibrium i-v characteristic, in parallel with
depletion region capacitance

Restricted to low voltage (few devices can block 100V or more)

We are interested in fast and ultrafast recovery, not in the standard one. These devices are good for
converters.
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POWER MOSFET TRANSISTOR

o=

Saturation region

1 W
Ip = E!Jnc ox T(Vcs Vi )2

Ohmic region
S W
lp = #,C ox (Vas VT)VDS %

L
R Vos _ 1

DS(ON) — 1

o 44Cox % (VGS - VT)

High current capability (i.e. low Rpgoy)) requires:
* large W (— areal)

» shortL (— technology; punchthrough)

Difficult to achieve high blocking voltage and low Rpg oy,

In power electronics we don’t want to use the mosfet in saturation because the power dissipation would
be too high. We want to use it as a switch, either on or off. It is off if Vgs < Vt, otherwise it is in the ohmic
region.

In the ohmic region the relationship between the drain current and the gate to source voltage is a linear
one, provided that Vds*2/2 can be neglected.

Rds,on is the resistance shown by the device in the ohmic region and it has to be as small as possible in
order to dissipate the least possible power.

To have a small Rds,on = Vds/Id we should have large W and small L (in the formula u_n is the surface
mobility, not the bulk mobility), and the oxide thickness cannot be decreased too much. Moreover, the
Vgs cannot be increased too much because we apply a larger electric field and the oxide might break
down.

Of course, W cannot be increased indefinitely because we would use too much Silicon. Furthermore, if
we decrease L we cannot decrease it too much because we would reach the punchthrough.

In general, it is difficult with a classical mosfet structure to achieve high blocking voltage and low Rds,on
at the same time. And this is a problem because we want both.

PUNCHTHROUGH

The one in the image is the cross-section of the standard mosfet and let’s assume that we want to apply a
given voltage. We put the source at ground and also the gate and we apply a positive voltage to the drain.
We are in this way reverse biasing the drain to body junction. If so, we are expanding the depletion layer;
the larger the Vds, the more expanded the depletion layer.

When the depletion layer reaches the source, the current starts to increase from the source to the drain
even if we are working below threshold. Considering the band diagram of the mosfet structure (bottom
left image), at thermal equilibrium this is the band diagram. We have an energy barrier that prevents
electrons to overcome it and moving to the drain. But if we increase the drain voltage, we are shifting
down the bands at the drain side and if we apply high voltages we are reducing the barrier up to the point
where there will no more a barrier.

If we decrease the length to decrease Rds,on, this is the effect. If I decrease the length and increase the
doping to avoid the deformation, we eventually reach the breakdown of the drain to body junction.
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current.
10 Source Gate . Drain

Conduction band profile (eV)

Position (um)

LATERAL DOUBLE-DIFFUSED MOS TRANSISTOR (DMOS)
The solution is, instead of using the standard structure we use this one.
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+ The device is named DMOS transistor due to
the simultaneous double diffusion of source
and channel dopants to fabricate a short
channel device.

« L determined by the difference in lateral
extension of the P (body)and N+ (source)
regions produced by their diffusion cycles
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CONCENTRATION (Atomerm?)

DOPING

+ body and source short circuited

+ body-drain depletion region extends mainly
into the drain — no punchthrough

From a functional point of view the equations are the same and also the behaviour, the only difference is
the structure, we can apply high voltages without encountering the punchthrough condition.

We notice that we have a n channel mosfet and the body region is a p diffused region inside the n doped
structure, and the source is a n region diffused inside the p region.

It is called double diffused because the body diffusion and the source diffusion are obtained in the
following way. We have the substrate and the oxide over it. We open a window in the oxide and we
diffuse firstly donor atoms (e.g. Arsenic) in the substrate and then, with the same window we diffuse and
implant acceptors (e.g. Boron). After this, we apply a thermal treatment. What happens is that the
dopants start to diffuse and we get the final structure.

What happens is that Boron atoms are very small, so the diffusion coefficient of Boron in Silicon at room
temperature is very high, so it is diffusing faster. Conversely, Arsenic atoms are very large, so the diffusion
coefficient is very small at room temperature. With the thermal treatment, the body region extends
laterally more than the source region, because Boron moves laterally. The extension of the body region
with respect to the source region defines the channel length.
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The other important feature of this structure is the gate, that is a polysilicon gate and then laterally there
is another n+ diffused well for the drain. It is a planar device, the three contacts are on the same side of
the Silicon wafer.

Moreover, the source contact is contacting at the same time the source and the body, so there is an
intrinsic body to source shortcircuit.

There are two reasons for this:
1. Reduce the body effect.
2. Avoiding the turn on of a parasitic diode.

The DMOS is more effective to implement a power device, and to understand this we can look at the
plot on the right.

We can see the plot of the doping concentration as a function of the position moving along the x axis.
We start from the source, where we have a very high doping, then we have the body region and then we
have the drain, which is very low doped.

When we apply a voltage to turn on the mosfet, we apply a positive drain to source voltage, and the
junction that sustains the voltage applied is the body to drain junction. However, since the body region
is much more doped with respect to the drain region, most of the depletion layer extends in the drain
region. Hence we prevent the punchthrough. To sustain even higher blocking voltages we simply have to
move the drain contact further and further away from the gate.

The channel length still remains the same, we are just changing the distance between the drain contact
and the channel.

So the channel length is determined by different lateral diffusion of the dopands.

Lateral DMOS with large W/L ratio

S

D

« Split the transistor with large W/L ratio into the parallel of n

elementary transistors with reduced W/L (stacked layout)

« Drain metallization on top: inefficient use of silicon

In a power mosfet power device the form factor is very large which is not obtained designing a long W
on the wafer, what is typically done is splitting the device into sections and put them in parallel.

The metal is on top of the Silicon and this design is good if the form factor is not high, because for form
factors greater than 1000 this design (on the right) doesn’t work because we use too much Silicon. So
what we can do is to move the drain contact from the surface down to the Silicon bottom.
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VERTICAL DMOS TRANSISTOR
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« Drain contact moved to the backside.

+ Lightly doped drain drift region. W, determines blocking voltage rating.
Typically: 8 um for 60V MOSFETs, 60-70 um for 600V MOSFETs.

» Division of source into many small areas connected electrically in
parallel. Maximizes gate width-to-channel length ratio.

» Source metallization covers the whole surface area. Parasitic BJT held in
cutoff by body-source short

It is the so-called cellular structure, it includes many single identical cells which are
working in parallel.

A cell, looking from the surface of the Silicon, is a second diffusion inside the body
diffusion that goes all around the perimeter of the p body diffusion and with a hole
in the middle.

In the top left image we have the cross-section of two contiguous cells. The channel is all around the
perimeter of the cell, and still it is defined by the different diffusion of dopands. The gate is a polysilicon
gate.

When we turn on the mosfet with a Vgs > Vt we are forming a conductor channel, we are injecting
electrons from the n+ layer into the drain and these electrons move from the top to the bottom of the
Silicon wafer and are collected by the drain.

By doing this we are sparing some area because one of the contact is below. The other advantage is that
cells are made with a p type diffusion inside an n- layer. The reason for this low n- doped layer is that the
blocking voltage is determined by the doping of this layer and its thickness (epitaxial layer).

In fact, if we want to block the voltage and the device is in the off condition, we are applying a positive
Vds, Vs is grounded and also Vg and so we are applying a reverse bias between the body and the drain
region. The larger the voltage we want to block, the larger the layer.

This structure has a cellular shape with multiple cells because we want to increase the overall width of
the mosfet at a given area.

The last important feature of the VDMOS is the source metallization. The source metal completely covers
the surface of Silicon, it contacts both the source and the body.

VDMOS: off state source - - pn junction is
Vgs < Vt. We are generating a depletion e % ]/ reverse-biased
layer inside the epitaxial layer that is Dw wmw LLJC : ngfliﬁi vollage
larger the larger the blocking voltage. { pJ ‘ ____________________ P | ’ region

The higher the blocking voltage, the
lower the doping, the higher the
thickness and so the larger the —
resistance, it is the same situation of the o

Schottky diode.

depletion region

drain +
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We apply a positive Vgs > Vt, the mosfet enters the ohmic region, a channel is formed, electrons are
injected from the source to the drain. Current is from bottom to top because of convention.

VDMOS: W/L

,: Large number of elementary
= cells in parallel on a chip

REGION

chl\ = pcell - W = pcell X I’.‘cell

SOURCE
|ELECTRODE

. L defined by the technology

T~ DRAIN ELECTRODE

WI/L is established by including a suitable number of cells

To decrease the Rds,on we want to increase the width of the channel without using too much area.

We have the cellular structure and considering 4 cells. The mosfet includes a large number of cells. What
is the channel width of a single cell? It is all around the perimeter of the cell, but if we have a number n
of cell, since the cells are operated in parallel, the total channel width is the perimeter of a single cell
multiplied by the number of cell. Increasing or decreasing the number of cells we put in parallel we change
the value of Rds,on.

We cannot do anything about the channel length.

Of course, the larger the form factor the smaller Rds,on, and this can be done increasing the number of
cells.

Cells are operated in parallel because the source, gate and drain contacts are the same for all.
Furthermore, the cells can be square or hexagonal (to obtain the maximal channel width in a given Silicon
layer).

Discrete and integrated VDMOS

There are also VDMOS that are integrated in Silicon chips with other analog and digital circuits. This
can be done with BCD technologies.

In this case, the top structure of the VDMOS is the same, but the difference is in the drain. Below the
body cells there is a highly doped n+ buried layer (orange); so electrons are injected, they firstly go

33



vertically down to the buried layer and then they move horizontally and are collected by the drain contact,
which is on the top surface. We have to do this if we want to put on the same silicon chip some power
mosfet device and analog and digital circuits.

Planar MOSFET Saurce

|/ CGATET] \
P+ :I+ \-\ N+F i’ P+

n* polysilicon

h&:\\\g\\\-\\\“\m"f )
(e

N-EPL

Epi layer
Substrate

N+ SUBSTRATE

~ Metal

DRAIN

Integrated (BCD technologies)

Drain-source on-state resistance: Rds,on

The most important thing is to get a low voltage drop between the terminals of the switch when the switch
is on to minimize the conduction loss.

If I consider a mosfet device, this means that I have to reduce the Rds,on.

NB: in a traditional mosfet we have an intrinsic diode coming from the body to drain junction, which is
a source to drain diode because the body is connected with the source.

To reduce the Rds,on we can have two possibilities:
1. Increasing the Vgs, but we cannot do this indefinitely or we breakdown the silicon.
2. Increase the number of cells. If we take the Rds,on of a single cell, since the cells are in parallel,
the overall Rds,on is the parallel between the Rds,on. Of course there is a drawback, in fact the
larger the number of cells, the larger the area

24
T)= 25°C Vgs=10v )}~ |5V
g 2 4s5v|  + Unipolar conduction
= F— ~ - s - -
= 6 Rosomy A7 /;// » no conductivity modulation
E /// ,{/ 4V
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3 1 / o * Vst 5 Rosion L
= | 1 35V
<<
S
= . 7 Al * Area T ; Rpgon) |
25V
, >R B Rosionlcelll
0 1 2 3 4 5 DS(ON) — n

Vps, DRAIN-TO-SOURCE VOLTAGE (VOLTS) cel

The product Ry X area (Q - mm?) is a key figure of merit
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In order to see whether we can play with Rds,on we have to look at the structure of the VDMOS (left
image) and identify all the contributions to the series resistance that an electron sees by going from the
source, in the channel and then in the drain.

There are many contributions. The first one is the resistance of the metal contact, then the channel
resistance, then electrons are injected into the drain and they firstly move horizontally seeing the
contribution R(accum) and the R(jfet) and the final contribution given by the combination of the spread
resistance and bulk resistance (grouped in a single contribution, R(epitaxial)).

SOURCE SOURCE
[

GATE R [PACKAGE)

rw [ ] r—| R (METAL)
[ 1 R (CONTACT)

]
P+ [/ / R\CH‘,\ LY N P+
i R (accum) 3 R UFET) R(N+)

/ A\

Nepi / \
// R (SPREAD) \\ %
R (BULK) (e P I)

R (SUBSTRATE)

S pecific ON resistance [ohm (n{]
3
T

N+ SUBSTRATE

10 10° 10" volts
Breakdown voltage

DRAIN

On-Resistance
Gomponent

1000 V
Standard MOSFET

250V
Standard MOSFET

50V
Standard MOSFET

50V, High Cell Density
MOSFET

Channel

0.4%

5.1%

Ca0.50%)

20.3%

Accumulation

0.1%

1.6%

12.6%

5.5%

JFET

8.3%

19.1%

12.7%

16.3%

EPI

Co1.1%)
0.1%

(725%)
17%

20.1%

34.2%

Substrate

14.1%

23T%

For BVpss > 200V R g, is dominant ) Ryg oy X area o (BVpes)2527

“limit of silicon” for unipolar conduction

In the table we can see the impact of the different contributions depending on the blocking voltage of the
mosfet.

If we consider a high blocking voltage, the channel resistance is negligible (0.4%), and the dominant
contribution is the R(epi). The reason is simple. Since I want to block thousands of volts, I need to reduce
the doping level of the epitaxial layer and increase the thickness to allocate the depletion layer. The
obvious result is that the resistance increases because it is the resistivity times the length divided by the
area, and we are increasing the length and the resistivity (resistivity increases because we decrease the
doping).

To lower blocking voltage, 250V, still the R(epi) dominates. If we further decrease the blocking voltage,
the dominant contribution comes from the channel resistance.

Hence if the mosfet has to provide a blocking voltage larger than 200V, the R(epi) is dominant with
respect to the other contributions. If we are in this case, there is a trade-off between Rds,on and the area
that we cannot avoid (red formula in the image).

This relationship is the one that we found for a Schottky barrier diode.
The difference is that in a Schottky barrier diode we have metal, n- layer
and n+ layer and electrons are moving from bottom to top. In the
mosfet in this case we still have the same situation.

Hence we have the same limitations, so to compute the limiting Rds,on
we can do the same analysis we did with the Schottky diode. In fact,
the mosfet is a unipolar device, the current is sustained just by electrons.
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The right plot shows the R(epi) and R(ch) depending on the breakdown voltage (blocking voltage). The
larger the blocking voltage, the larger the contribution coming from R(epi).

If we are considering lower blocking voltage devices, the situation is different because is R(ch) which is
dominant. Can we minimize this resistance? Yes.

Blocking voltage smaller than 100V

* Rps(on) X area improves by reducing the cell pitch
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We want a solution to reduce Rds,on for low voltage. A simple way is to increase the cell pitch. Inside
the red area of silicon in the left case we have 4 cells and the pitch is the sum of the cell width and cell to
cell distance. If we compute the total channel width it is the perimeter of a cell multiplied by the number
of cell. If I keep the same area but half the cell pitch, the cell sizes are halvened. I get more cells, and the
total channel width is increased. Hence we are decreasing the Rds,on with the same area.
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To overcome the R(jfet) resistance limitation we can introduce some more complex non-planar structure

where we explore trenches.

In the classical planar structure, electrons move from top to bottom, and the narrower the region between

the p wells, the higher the R(jfet).

We can create a trench where the yellow part is the oxide, and the trench is filled with polysilicon.
Polysilicon is then contacted to the gate, and the trench is penetrated in the silicon between two adjacent
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cells. The channel is no more horizontal, it is vertical (red part is the gate). By applying a positive voltage
we are inducing an inversion and electrons are injected vertically, they immediately go vertically and no
more horizontally before, so we eliminate the R(jfet) contribution.

fb Rehanner ™ *Bﬁﬁ% ? REpi A l:b

Planar Trench Field Plate
Trench
Source Source Source
Gate o O Ga Gate

Drain

Drain

O Drain

|Increase Channel Width per Active Area >

Eventually, the trench can go all the way through the epitaxial layer. When we apply a positive voltage
Vgs to turn on the device, we get an inversion layer in the purple region and an accumulation layer in the
epitaxial layer. The accumulation layer is reach of electrons and so the R(epi) decreases.

A comparison between devices is in the following image.
75V MOSFET technology trends - Comparing MOSFETSs of equal die size

HUF75545P3 FDB045AN08AOQ
(Older Planar) (Newer Trench)
Ros(on) 10mQ 4.5mQ
Q, 235nC 138nC
Py 270W 310W
t, (@ 25°C) 100ns 53ns
Q, (@ 25°C) 300nC 54nC

4.5 mOhm is a very small resistance, that is similar to the resistance of wires and metal lines. This is also
the reason why we need to use advantage packages for these devices, not through hole.

Qrr is the reverse recovery charge of the intrinsic body-drain diode, and the trr is the reverse recovery
time for the intrinsic body-drain diode (from source to drain). Moving from a standard technology to an
advanced one we reduce both. This means that switching off the parasitic diode is much easier and faster.

SUPERJUNCTION MOSFET

It is a power mos device and the difference with respect to a standard DMOS device (on the left) is that
we have pillars that we grow below the bodies of the cells. To build these pillars we start from an epitaxial
layer on the top of which we implant the Boron and Phosphorus regions. Then we grow a second epitaxial
layer, we perform a second implantation and so on.

By using the SJ mosfet we can break the Rds,on vs area trade-off. In fact if the mosfet device has a
blocking voltage larger than 200V, the main component to Rds,on is the R(epi), and if this is true there
is a trade-off with the area. To overcome this trade-off, either we change the material or we introduce the
SJ mosfet.
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CooIlMOS is the name of the SIMOS commercially. It is important for medium power applications. In a
standard device the field profile in the drift layer when we are reverse biasing and turning off the mosfet
is trapezoidal or triangular, while in a SIMOS we get a square profile. The advantage is that we can get,
at the same conditions, a larger blocking voltage.

In the plot we have the area specific on resistance as a function of the blocking voltage. The gray line
represents the performance of a conventional pMOS, while the red line is the Silicon limit of a planar
structure. By using the SIMOS we can overcome the Silicon limit. It makes sense to use a CoolMOS if
we use at several hundreds of V, but for few tens of volts there is no point in using it, it’s just more
expensive.

In the green box we have the specific on resistance for the CoolMOS and we see that the dependance on
the breakdown (blocking) voltage is linear.
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Rds,on VS TEMPERATURE
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» Parallel operation of MOSFETs is facilitated. Any imbalance between
MOSFETs does not result in current hogging.

+ Note: PTC does not however ensure even current sharing.

Rds,on is temperature dependent and the resistance depends on the conductivity of the channel and the
conductivity of the channel depends on the temperature, because the mobility of electrons and holes in
the channel depend on the temperature.

In the plot the parameter changing is the temperature. Rds,on loosely depends on the current but strongly
on the temperature. Typically, the maximum temperature at which the mosfet is operated is 100°C. When
we turn on the device we don’t have to consider the Rds,on at room temperature, because the device
dissipates power, so we have to consider the maximum Rds,on, that is the one measured at the maximum
temperature at which we operate the mosfet.

The Rds,on of the power mosfet shows a positive temperature coefficient (PTC). This is good because it
makes easy to work with several power mosfet in parallel.

If for example we want to drive a load that is absorbing 50A and we have devices capable of handling
12A, we need 5 of them in parallel to drive the load.

Having power mosfets in parallel doesn’t arise any issue, because the PTC of the Rds,on prevents the
mechanism of current hogging.

Current hogging is a problem that we find when we work with bipolar transistors in parallel, because they
have a NTC, and the hotter the device, the larger the current that flows in the device (with the mosfet the
hotter the device, the smaller the current). The consequence is that if we have a bad thermal design of the
system and one transistor gets hotter than the others, this one is absorbing more current than the others
because it is becoming more conductive, and it gets hotter and hotter up to the point where it blows. In
mosfet we don’t have this problem.

Logic-level MOSEFTs

Discrete power mosfets are operated usually with a gate to source voltage around 10V. However, there
is a family of power mosfets, called logic level mosfets, where the Vgs is typically 5V.

The difference with respect to a classical mosfet is in the thickness of the oxide, in the logic level mosfets
it is thinner. This results in a lower threshold voltage and so we can drive the mosfet in the ohmic region
providing a reasonably low Rds,on with a logic level Vgs of 5V.

Of course, the maximum Vgs is limited due to the limited thickness of the oxide. In integrated CMOS
technology, the Vgs of power devices depends on the technology.
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* Logic level MOSFETSs are specifically designed for operation from

5V logic and have guaranteed on-resistance at 5 or 4.5 V gate

voltage.

* The logic-level version uses a thinner gate oxide and different

doping concentrations. This has the following effects on the input

characteristics:
= gate threshold voltage is lower
= transconductance is higher

= input capacitance is higher

= gate-source breakdown voltage is lower

Datasheet

In a power mosfet datasheet, the most important plot is the one reporting the Rds,on value vs temperature
(bottom left). x is instead important to compute the switching properties of the mosfet. y is the value of
the parasitic capacitances as a function of the applied voltages between gate, drain and source.
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ABSOLUTE MAXIMUM RATINGS OF POWER MOSFETS

Absolute maximum ratings is a set of variables like voltages, temperature, power, current that must not
be exceeded. If we overcome the maximum ratings we loose the functionality of the mosfet (e.g. the
mosfet enters the breakdown region if we go above Vbd and it becomes like a voltage generator). If for
instance we overcome the maximal temperature usually nothing happens, we get a reduction of the
mosfet lifetime, we don’t have an immediate blow up of the mosfet.

Damages may happen when we overcome the maximum current limit. In this case we might blow the
bonding wire. Anyway, these failure mechanisms will be seen later on.

There are some circumstances that we cannot foresee, even if we design the circuit such that the
maximum ratings are never met. For instance, we are driving the motor and the motor gets stuck
mechanically so we get an overcurrent. In this case the designer cannot foresee the mechanical block, so
to avoid any damage in the mosfet we have to implement protection mechanisms for these unexpected
events (overcurrent, overvoltage, overtemperature protection to prevent the overcoming of the maximum
ratings).

In the table, the most important absolute maximum rating is the breakdown voltage between drain and
source (in the example 60V). The same maximum rating is also expressed for Vgs to prevent the
breakdown of the oxide.

Another figure is the continuous drain current, where we have written the maximum value of 63A, but
it varies depending on temperature.

There is also a peak current that we can afford to flow only if it is very quick, and in this device is 252A.
the difference between the pulsed drain current and continuous one is in the time duration of the current.

MAXIMUM RATINGS (T, = 25°C unless otherwise stated)

Parameter Symbol | Value | Units

Drain-to-Source Voltage Vpss 60 %
Gate-to-Source Voltage — Continuous Ves +20 \
Gate-to-Source Voltage - Vas +30 v
Non-Repetitive (t, = 10 us)
Continuous Drain Steady Teg=25°C Ip 63 A NTP5864N
Current =Ry e (Note 1) | state Te = 100°C a5
Power Dissipation — steady | Tc=25"C Pp 107 w
Reuc (Note 1) State [T = 100°C 54
Pulsed Drain Current tp=10ps Iom 252 A
Operating Junction and Storage Temperature Tu -55 to

TsTG 175

« The absolute maximum ratings table contains maximum limits for
voltage, temperature, allowed current, power dissipation and other
characteristics.

«  Maximum ratings are limiting values of operation and should not be
exceeded under the worst conditions.

« If any of these limits are exceeded, device functionality should not be
assumed, damage may occur and reliability may be affected.

MAXIMUM RATINGS: Vgs
The physical limitation is the breakdown of the oxide. Typically it is 5-10 MV/cm for SiO2.
Of course, the breakdown of the oxide is an irreversible kind of damage.

The most common way to destroy a mosfet device is by touching the gate with the finger, because the
impedance of the gate is very high (we see a floating polysilicon surrounded by oxide) and if we have
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some electrostatic charge on the finger, even few nC of charge break the oxide. Hence the mosfet must
be handled always with a wrist arm connected to ground and with ESD protections placed in the mosfet,
e.g. two Zener diodes. However, the drawback of placing Zener diodes is that we increase the parasitic
capacitance between gate and source, degrading the switching times.

* Vigsmax) = Maximum gate-source voltage

* If Vgs >Vismax) damage of gate oxide by large electric fields is
possible
* Egp(oxide) =5 -10 MV/ecm
= gate oxide typically 1000 Angstroms thick
* Vismay < (5:10° Vicm) - (10-° cm)=50 V
= typical Vgmay = 20 -30 V
+ Static charge on gate conductor can destroy gate oxide

» Handle MOSFETs with care (ground yourself before handling
device)

» Place anti-parallel connected Zener diodes between gate and
source as a protective measure

MAXIMUM RATINGS: Vds

* When a MOSFET is in the OFF state, it Vaa
prevents current flowing through the load,
except for a small leakage current, Ipgg

Load
. resistor
* Here, V44 must not exceed the maximum

specified drain-source voltage of the
MOSFET, BVpss

H
- The ability of a MOSFET to block voltage Vo~ °V_| b
H

+ Decreases with temperature

+ Decreases with negative V¢ A

If the mosfet is in the off state, no current flows in the load (assumed resistive for simplicity), so the output
node goes to Vdd.

We need to select a mosfet that is able to block this Vdd voltage. So the blocking voltage of the mosfet
must be always larger than the bias supply of the application.

The maximum blocking voltage is determined by the breakdown of the drain to body junction. In fact,
the breakdown typically occurs in position x, where the junction has a curvature because the electric field
concentrates and peaks.

NB: source and body are shortcircuited, so the drain to body voltage is the drain to source.

There is a maximum voltage that we can apply that is the BVdss (conventional name for the breakdown
voltage for a mosfet device in common source configuration), and we have to be careful not to overcome
this limit. If we pass it, the device becomes a voltage generator, so it start conducting current and it is no
more able to block the voltage.

There is a problem with power mosfet transistor, and it comes from the parasitic n+/p/n- parasitic in the
source region. So we get a parasitic bipolar transistor that can be very annoying.
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In fact, if for any reason this parasitic transistor is turned on, the breakdown voltage of the junction
collapses down to a value called BVceo, which is typically 50% lower than BVdss.

« Blocking voltage capability of MOS ¥

limited by breakdown of body-drain | Ves
junction. o
I ! 3 - V 3 :1
A | {acOummrd o) Vegy
Ohmic |/} Ves
region Jl /e Vest
s s Vossar ™ BVoss Yo
Parasitic BJT exists P Ncutoft region [V < Ves, |
i between source and
iD drain

+ BVpgs = drain-source breakdown voltage with Vo5 =0

* The BV decreases from BVgg to BV go, Which is 50 ~ 60% of BV ygg
when the parasitic BJT is turned on. In this state, if a drain voltage
higher than BV, is supplied, the device falls into a potentially
dangerous avalanche breakdown state.

+ Prevent turn-on of parasitic BJT with body-source short and small R !

To keep the parasitic transistor off we can apply a shortcircuit between source and body. Nevertheless,
sometimes this is not sufficient because the spreading resistance of the body region might be high enough
so that a current flowing through it produces a voltage drop turning on the parasitic bipolar transistor.
This current can be a simple displacement current when we turn on the mosfet. If so, the BVdss collapses
to smaller values, and if the Vdd is in the middle of the range, we might end up in a situation where the
current is flowing and we cannot turn it off and the mosfet is going to blow.

Choosing BVdss of the MOSFET

* The voltage rating of the Typica-l MOSFET voltage
MOSFET must be larger than the ratings
bus voltage Vg,
Portable equipment 20V

+ Allow safety margin for: FPGA, VLSl supply ~ 20V,30V

« Bus voltage variations

* Input voltage spikes

* Ringing in synchronous buck
« Motor drive spikes

» Flyback transformer spikes
» Change in V¢ at low temperature §5VAC - 220VAC 450-600V

Three phase PSU 800-1000V

24V motor drive 60V
48V system 80-100V
80V system 150-200V

+ Change in V¢ with negative V¢
drive

We must never select a mosfet with a breakdown voltage equal to the power supply voltage of my
application, we need it sufficiently high with respect to PS. So we need some margins to take into account
possible fluctuations of the PS voltages, spikes and ringings.

In the image we have a table with suggested margins when selecting a mosfet. In general, for automotive
applications the mosfet rating is 60V. The next generation car battery is moving from 24V to 48V because
we will have more and more electrical loads that are sinking more and more current. So to avoid Joule
losses in the cables due to the flow of high currents we increase the voltage so that for the same load
power less current is flowing.

Load damp event

Let’s assume the alternator of the car is charging the battery and for any reason we disconnect the battery.
We have an overvoltage produced on the alternator line that can reach up to 60V. The same is true when
we are damping a load, e.g. there is an inductive load that is sinking current and we shut it off.
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Due to the inductive nature of the load, if we suddenly cut the current, we have a sudden increase of the
voltage (V = L * di/dt).

MAXIMUM RATINGS: Power Dissipation

* Pp is the maximum allowed continuous power dissipation for a
device mounted on an infinite heat sink at 25°C.

+ The power dissipation is calculated as that which would take
the device to the maximum allowed junction temperature, T .

> Timax < 150 =175 °C with molded packages

7 T, max < 200°C with metal packages Pp= maximum power
dissipation
Rgyc= juntion-to-case
X (ijax _TC ) = R«»JC 'PD DC operation thermal resistance

Z,,c= juntion-to-case
thermal impedance

(Toae=Tc) = Zuc(t, )P, Pulsed operation PDH ’

we'll see all this in part 10.... b

The maximum current rating in a mosfet is determined by the maximum power rating, which is
internally determined by the maximum temperature that can be reached by the mosfet. This is why
developing a correct thermal design for the application is important.

The maximum power dissipation Pd is in DC condition, so constant current and constant power
dissipation (transients are over) it is defined in a well specified condition (it is a standard). Pd is measured
with the device mounted on an infinite heat sink at 25°C.

The Pd is calculated in such a way that the temperature of the junction reaches the maximum allowed
temperature as indicated in the image. The temperature is measured close to the channel because it is
where the highest temperature is met. To relate power dissipation and temperature we need to introduce
the concept of thermal resistance (R-thetaJC). In DC, the maximum Pd is the one such that relationship
x is verified.

There is also a pulsed power dissipation. E.g. we are turning on the mosfet for a short period. In this case
we can increase the power dissipation over the DC limitation. The shorter the duration of the pulse, the
higher the pulse power that we can inject in the system.

So the origin of the Pd in DC condition is the maximum junction temperature, because we don’t want
the temperature to overcome 150°C, which is the glass transition temperature of the plastic package.
Moreover, the higher the temperature of the silicon, the higher the probability of failure of the device due
to oxide breakdown or electromagnetic effect.
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MAXIMUM RATINGS: Drain Current
« All MOSFETs have a specified maximum current rating

» the maximum continuous (DC) current that the power MOSFET
can pass in the forward direction is specified as I,

= |n general, the I, value is specified so that the channel temperature will
not exceed the maximum junction temperature T jax.

P P ;
P =|2 R T e D _ jmax c
o DS(ON)( T ) ° R - Risc 'RDSmN)(T;max)

DSlON)( jmax

» the pulsed current that the power
MOSFET can pass in the forward
direction is specified as Ipy.

= |y is determined by the saturation of the . Ves
MOSFET current. won |{ Yo
The maximum allowable pulsed current in [
turn depends on the pulse width, duty cycle Vo Nt rogon (g <]
and thermal conditions of the device.

We want the maximum DC drain current Id. This maximum current is related to the maximum power
that can be dissipated by the mosfet, which is related to the maximum junction temperature.

The maximum current is the current that produces a power dissipation equal to the maximum allowable
power dissipation (always in DC).

The Rds,on to be used is the maximum one, in the worst case scenario (standard Tc is 25°C).

If for any reason I increase the case temperature Tc (working temperature) above 25°C, the current
reduces.

Another specification we can look at is the maximum pulse current Idm. Instead of applying a constant
DC current we can turn on the mosfet for a short period with a large current, dissipating a large power
but in short period. If the pulse time is so short that the junction temperature is not changing too much,
the maximum Idm is determined by the saturation of the mosfet, so the mosfet enters in the saturation
regime. In general, the mosfet entering the saturation regime is the mechanism that limits the maximum
current.

SWITCHING SAFE OPERATION AREA (SSOA)

+ The SSOA is the boundary that the load line may traverse without incurring
damage to the MOSFET. The fundamental limits are the peak current, I,
and the breakdown voltage, BVgs.

« Obsolete !
16

12

MTP3NS50E

T, <150°C

Ip, DRAIN CURRENT (AMPS)

0 100 200 300 400 500 8l
Vps. DRAIN-TO-SOURCE VOLTAGE (VOLTS)
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In the case we use mosfet as a switch, turning just on and off, the only limitations we have to respect are
3:

1. Not overcoming the maximum breakdown voltage (vertical line in the plot)

2. Not overcoming the maximum current rating (horizontal line in the plot)

3. Not overcoming the maximum junction temperature

If we want to use a mosfet for linear applications, e.g. class A or class AB amplifiers, we need to consider

the forward bias safe operating area, that is the one inside the rectangle.
Since we are not interested in linear applications, we can forget about it.
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SWITCHING BEHAVIOUR OF POWER MOSFET

» Being majority carrier devices, power MOSFETs are free
from the charge storage effects which impair the switching
performance of bipolar devices.

* How fast a power MOSFET will switch is determined by the
speed at which its internal capacitances can be charged
and discharged by the drive circuit.

+ MOSFET switching times are often quoted as part of the
device data. However, these figures might be largely
irrelevant to the true switching capability of the device.

* The quoted values are only a snapshot showing what will
be achieved under the stated conditions.

‘When considering the switching behaviour of a mosfet we are interested in how much fast we can switch
it on and off, and it is important because there are losses, and the faster the transient, the smaller the
switch losses.

Moreover, the mosfet is a unipolar device, so we don’t have any storage of minority carrier, when we
turn it off we don’t have to remove the excess of carriers stored in the drift layer (this has to be done in
bipolar transistors). The limitation in the time with which we can turn it off and on is in how much fast
we can charge or discharge the parasitic capacitance that we have between the gate and the drain, gate
and source and source and drain.

In the datasheet we can find a table, called ‘switching characteristics’, where there are some typical turn
on and turn off delay times. These values are not really meaningful because they are just a snapshot of
the transistor behaviour if we are using it in a specific condition. The meaning of this is just to compare
mosfets from different manufacturers.

But to analyze how much the mosfet is fast in turning on or off, we have to rely on another characteristic

of the mosfet, the gate charge curve.
G% = Cus

Ces

PARASITIC CAPACITANCES OF THE POWER MOSFET

Gate

S

Css=CssmtCasot Casp

* Data sheet capacitances ~ independent of Vg

Css=Cep*+Css  input capacitance
Css =Cop reverse transfer capacitance

Cos =Cep +Cps  output capacitance

Input Capacitance Ciss - 323 450 pF
i (Vps = 25 Vde, Vas = 0 Vde,
Output Capacitance =10 MHz) Coss - 107 150

Transfer Capacitance Crss - 34 70

There are at least three parasitic capacitances: Cgs, Cgd and Cds. We are mostly interested in the Cgd
and Cgs, because those two components are the main contributors to the transition time for the turn on
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and turn off transients. Cds is not actually contributing to the transient time. However it has to be
considered because the Cds is affecting adversely the power dissipation of the mosfet.

Cgd and Cgs

Cgs is including three different contributions. Firstly we have the Cgsp (capacitance between the gate and
the underlying body region), Cgso (due to the overlap of the gate contact and the source diffusion area)
and Cgsm (capacitor between the gate contact and the overlying source metal).

Is the Cgs dependent on the voltage that I'm applying between gate and source? Almost not, it is
independent. In fact, the Cgsm contribution is independent from the voltage because it is like the
capacitance of a parallel plate capacitor, whose capacitance is determined just by the thickness of the
oxide that separates the gate and the top source metal. Also Cgso is independent, while Cgsp is dependent
on the voltage because it depends on the fact that the channel is inverted or depleted. However, the
contribution from the Cgsp is negligible with respect to the other two = in a power mosfet device the Cgs
is independent on the applied voltage between gate and source.

As for Cgd, it is highly non-linear, highly dependent on the voltage applied between gate and drain.

If we look at the datasheet, we don’t find the values of Cgd and Cgs, but the values of Ciss (input
capacitance), Crss (reverse transfer capacitance) and Coss (output capacitance).

MOSFET - REVERSE TRANSFER CAPACITANCE

* C is strongly and non-linearly dependent on applied voltage, V.

Depletion Layer Widths

For Three Applied Voltages N-

N+

Area of Oxide
Capacitance Exposed
for Voltages V1 & V2

Drain

* C,, is is this capacitance which plays a dominant role during
switching and which is also the most voltage dependent.

We consider just two operation points, which are switch on (mosfet in the ohmic region) or switch is off
(mosfet in the cut off region).

Switch on

Vg = 10V, the drain voltage is more or less equal to OV. Vdg in this case is positive, 10V. Hence we are
recalling electrons from the epitaxial layer and these electrons are accumulated at the interface between
silicon and Si02. The capacitor becomes a simple parallel plate capacitor, where the bottom plate is the
accumulation layer. The specific capacitance Cgd’ (‘ means specific) is the ratio between the dielectric
constant of the oxide and its thickness. This is the reason why the capacitance for the mosfet in the ohmic
region is large (x).
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Switch off

Turning off a mosfet means that we are grounding the gate, hence the drain voltage rises up up to more
or less Vdd. The Vdg is Vdd in this case and the capacitance is much smaller because we are depleting
the silicon region below the oxide, because the gate is grounded and we are applying a positive voltage
to the drain. The conclusion is that now we have two series capacitances. The first one is the oxide
capacitance, and the second one the depletion layer capacitance. The capacitance of the depletion layer
is the ratio between the silicon dielectric constant and the thickness of the depletion layer. The depletion
layer width might be very large because the doping concentration is not high, so the capacitance
associated to the depletion layer is huge and we end up with this contribution dominating in the series.

This is true in a condition of deep depletion.
MOS ON (Vdg = ~Vgs) MOS OFF (Vdg = Vdd)

GATE GATE

UDww, ' [,@ u

Cl
C' _ Sox pa—— ~Kp c. - g
ox t N- Drift Region N- Drift Region dep X
ir “ 1
sio, 00 DRAN Depletion ~ Vddo DRAIN
Polysilicon [ Region
Voo +Vop VDG = VDS = Vpp

o N
Poen
Vas ~

~ C,C

dep

rss T
C,+C

dep

In the image above we are summarizing what said so far. In conclusion, the mosfet in the off region
shows a Crss as a series of oxide capacitance and depletion layer capacitance dominated by the latter.

MOSFET CAPACITANCE VARIATION

1200

Vpg=0V Vgs=0V Ty= 25°C
1000 Ciee
g Y OFF
= 800
2 “
=z
(':) 600
§ Crss — w\ i 1~ Ciss
© 400 N T
o ON N
e
200 \\ Coss
— | Crss |
0
10 5 0 5 10 15 20 25

- Vgs + Vps —>
GATE-TO-SOURCE OR DRAIN-TO-SOURCE VOLTAGE (VOLTS)

The y axis reports the capacitance, and the x axis is split in two parts defining two half planes. In the left
plane we see the mosfet operating in the on (ohmic region), so the gate to drain voltage is -Vgs and Ciss
(Ciss = Crss + Cgs) is pretty large. In the off region the Vds is Vdd.

If we look at the distance between the Ciss and Crss in the off region, it is constant. It means that Cgs is
independent from the voltage.
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CLAMPED INDUCTIVE SWITCHING

) oc .
e X « Simplified clamped inductive
switching model

+ The DC current source represents the inductor. Its current can
be considered constant during the short switching interval.

* The diode provides a path for the current during the off time of
the MOSFET and clamps the drain terminal of the device to the
output voltage symbolized by the battery

Turn on and turn off calculations will be done considering that the load of the mosfet (in the image we
have a common source configuration) is a current generator and that node x, when the mosfet is off, is
clamped to V thanks to the diode. This is a general situations that happens in 99% if the power electronics

calculations.

The basic non-isolated DC/DC converters can be traced back to this simple structure.

/" Vu Buk V| Boost | Buck-Boos)

T —T17
= E I VGATE
L\ l ' Vour l ‘VOUT
v T
V(;A'E'j C,; g 1IL i
i LT
\ T ¢ A T v J

* This sub-network, and
consequently this type of
switching, is ubiquitous in power

=T converters.

<
[1}

DRV
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GATE CHARGE CURVE

* The nonlinearity of the parasitic capacitances make gate circuit
design by conventional methods exceedingly difficult.

» To overcome this problem it has become standard practice to
provide the gate charge curve

» such a curve indicates the amount of charge Qg that must
be supplied to (removed from) the gate to effect the various
stages of turn-on (turn-off).

+ Gate charge curve permits a very simple design methodology
for obtaining any desired switching time, and it enables the total
charge and the total energy required to be estimated easily.

The gate charge curve it is an experimental curve, measured by the manufacturer and provided in the
datasheet. It represents the amount of charge that we are supplying to the gate during the various phases
of the turn on and turn off.

The gate charge curve is in the next image.

Vas (V)
Vasmax /
(10V typ.)
Vasp
TEST CIRCUIT Qq Q Qs Qq (C)

+ The gate charge test circuit employs a constant current source to charge the
MOSFET's input capacitance.

+ Aconstant |5 ensures that C, is charged at a fixed rate (i = g/t).
+ The Vgg waveform then, is a representation of Vg versus gate charge as well
as Vgg versus time.
We start with the switch close and the mosfet is off. The inductor current is circulating in the clamping
diode. At t = 0 we open the switch and if we are driving the mosfet gate with a constant current we are
injecting a charge that is related to the current by i = q/t.
So we measure the gate charge Qg and the Vgs and we get the curve that is piecewise linear.

TURN ON TRANSIENT
In the image we have the gate charge curve and, in the same time frame in the bottom graph, the Vds and

current Id transients. Each inflection point of the gate charge curve defines the beginning or the end of a
distinct interval of the turn on transient.

At the beginning Vds = Vdd. Then at t0 I start injecting the current; firstly nothing happens until the Vgs
reaches the mosfet threshold voltage. As soon as the threshold is overcame, the mosfet conducts current,
but Vds stays constant because if the drain current is smaller than the load current there is some current
in the clamping diode, that is on, so the drain node is clamped. At the first inflection point, the drain
current becomes equal to the load current. From this point on, the drain current will stay constant,
because forced by the current generator (load), and the Vgs remains constant.
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In the plateau region the Vds voltage reduces. When Vds approaches zero, the mosfet enters the ohmic
region and the Vgs starts increasing again until the end of the transient. The end of the transient occurs
when we inject a total gate charge so to obtain the desired Vgs,max.

Ves (V)

VUSMAX

Vasp

vr |

Vos, Q, (C)

I

bty t2 ts ts t

+ Each inflection point on the gate charge waveform defines the beginning
or end of a distinct interval during the turn-on process.

Phase 1

It refers to the time interval between t0 and t1.
+Vpp o e '

« At time t, the gate drive is activated.

+ Current flows into the gate charging both C . and C,,. After a short period the
threshold voltage is reached and current begins to rise in the MOSFET.

+ The drain-source voltage remains at the supply level (D is conducting).

« Fortyst<t,, vgg < Vq, i.e. the MOSFET remains in the cut-off region with iy = 0.
At t0 the gate is activated and we start injecting current and we charge Cgs and Cgd.

Phase 2

Between t1 and t2.

We are over threshold and the mosfet starts to be conductive. The mosfet is working in the saturation
region because the drain is clamped to Vdd by the diode. In the saturation region the mosfet can be
modelled as a constant current generator.

In this phase the mosfet current is increasing because we are still injecting charge both in Cgd and Cgs
and the part of the charge that goes in the Cgs is increasing Vgs.

As said, voltage between drain and source is stuck at Vdd.
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I0=K(Vas-V1)*

« At t=1t, the device starts conducting.

+ The drain-source voltage remains at the supply level as long as iy < |, and the
free-wheeling diode D is conducting.

+ MOSFET operates in the saturation region.

+ Current increases “almost” linearly until iy =1..

Phase 3

From t2 to t3. We are using the assumption that the diode is ideal. The diode is turned off because the
load current becomes equal to the drain current and initially the mosfet is still working in the saturation
region. If the mosfet is working in the saturation region and I’'m forcing the drain current to be equal to
a constant value, the load current, it means that the Vgs has to stay constant > no more charge injected,
Vgs = Vgs_plateau.

v = - v

+Vop

Ideal diode — t,=0

VGSP

Io~IL
lp = K(Vos — Vo)

1
- Voo Vobs
« Fort, <t<ty, ip=l (Ig<<l ). MOSFET operates in its saturation region. V4
clamped at Vo, — “plateau” region in the gate charge curve.

+ The entire gate current now flows through C 4 causing the drain-source voltage

to drop as C,, is discharged.

. i dVoe _ dVos _ s
« The rate at which v, falls is given by: = =
¢ R TH @

So Vgs is constant and we are injecting charges in Cgd, so we are increasing Vgd. If so, the drain voltage
is dropping from Vdd to 0.

The voltage transient between Vdd and 0 would be linear assuming that Cgd was a linear or constant
capacitor, but this is not true, so we expect that the voltage transient will be nonlinear. d Vs
Initially the gate to drain capacitance is very small, so we are expecting a very steep
variation of the Vd voltage. However, as soon as we approach the ohmic region (point 3), 1.1 0
Cgd becomes larger and we have a less fast transient and nonlinear (because Cgd is

nonlinear).

I
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Phase 4

from t3 to t4, we enter the ohmic region at t3.
+V,

Ros(on)

« For t>t; the device enters the ohmic region.

+ The gate-source voltage becomes unclamped and continues to rise, causing
Rpson) to drop.

« Turn-on transient stops when Vs=Vgsmax-

The mosfet becomes a resistor, so the Vgs is no more clamped because we are not operating in saturation.
So the charge we are injecting with the current generator starts flowing also in the Cgs, making the Vgs
to increase again. If the Vgs is increasing, we are reducing the Rds_on, meaning that the Vds is reducing
from point 3 to point 4.

The transient is over when we reach Vgs,max.

Real transients

Vps, Ip Vs, IL

Voo VDD
\ I

AN

toty ts

t t

approximate waveforms actual waveforms

» Approximation acceptable in most practical applications

SWITCHING TIME CALCULATIONS

Let’s get back to the turn on transient. We can identify 3 distinct time intervals: from t0 to t2, called turn-
on delay and referred as td(on) in the datasheet, and it is the time needed by the current to reach the load
level; from t2 to t3, called rise time tr, and it is the time interval where the voltage between the drain and
source falls from Vdd to 0. The mosfet is operating in the plateau region; from t3 to t4, called excess
charge time and the mosfet has entered the ohmic region.

Most of the power dissipation in the mosfet occurs during the first and second time intervals. Associated
to each time interval there is a specific gate charge.
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Ves (V)
VGSMAX /
Vasp
VT’
Vos. I Q Q; Qs Qy(C)
VDD ‘ VDS :
; TL
toty t b ty t
* Three distinct time intervals - Associated gate-charge
» 1y — t, (turn-on delay, ty.y,)) > Q
> t, — t5 (rise time, t,) > (Q,-Qy)
» t3— t, (excess charge time) > (Q;-Qy)

Assuming we are injecting a constant current, we can compute as below. Q1 is the charge associated to
the turn on delay and it is found on the datasheet.

_G

td(on) - I_
G Most relevant for estimating
‘_ Q2 _ Q1 the switching losses
L=
le

t. = Q; —Q, Device operating in ohmic region:
3-4 s dissipation negligible

Note: the rise time is defined as the time between when v is at 90% of its peak
and it's fallen all the way down to 10% of its peak.

2> Vg is falling, so why do we call this the rise time? Rise time actually refers to
the rising current during the device turn on.

We are not really interested in t3->4 because the mosfet has already entered the ohmic region, so the Vds
is small and power dissipation is negligible.

Example 2" = 2

Let’s assume to turn on and off the mosfet with a constant ~ # /

current of 0.5A. g ‘ / NTP5864N
£ e g e 0y —— /]

. . . . . . 2 . /

An interesting point is that if we want to be fast in turning ¢ //

on and off the mosfet we just need to increase the current & : .

we are pushing into the gate. 4 o - : g2
> o 5 Qi 10 15 Q 20 25 30

Qy, TOTAL GATE CHARGE (nC)
How much fast the mosfet is not only depends on the « Assuming ;=0.5 A:
parasitic capacitances, but also on how much large the Q, Q. 7.3nC

. . . . > td(on: =5 = = =14.6ns
current that we are pumping or extracting in the gate is. l. 1l 05A
- Q
5 t,:QZ Q1: gd:10nC:20r|s
I | 0.5A
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We cannot do this in a bipolar device, where turn on and off is completely determined by the parasitic
capacitances, because we have to remove the excess charge accumulated.

Turn off transient

Ves
v * Three distinct time intervals
GSMAX
» ty— ty (turn-off delay, ty))
Vasp > ty —t, (fall time, t;)
» t,—t, (discharge time)
V7
Qg (C
Vps, Ip s (C)
Vob Vos
Ip
to t  taty t

Specular with respect to the turn on. We start from the mosfet operated in the ohmic region with Vgs =
Vgs,max and the current in the mosfet that is i_L and we are in the ohmic region. In this transient we are
extracting charges. Nothing happens until we exit the ohmic region. During the plateau the voltage
increases from 0 to Vds, where the free wheeling diode is engaged clamping the Vds at Vdd.

The turn off delay is the time needed to get out of the ohmic region the mosfet. Instead, the time interval
t2->4 is not reported in the datasheets, but it is the most important, where the power dissipation occurs.

Summary

Turn-on Turn-off

A

Vesmax [*

1 1 0 - \ ]
td(.:)N) trlse texc td(OFF) t|'e:|\ 1dls

* Turn-on and turn-off transients are symmetrical !
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SWITCHING TIMES CALCULATIONS - VOLTAGE DRIVE

We are in the case where the gate driver is not an ideal current source. We can consider the Thevenin
equivalent of the gate drive circuit and replace it with a voltage generator and a series resistance.

The voltage generator generates two levels of voltage. A low level called Vsink, that is extracting charges
form the gate when applied (it might also be ground or a negative value), and a second level Vsource,
which is pushing charges in the gate.

Rs
+ Calculation of t, and t;is
VA straightforward:
» VGS=VGSp\ateau
Vsink N
> lg=const.
10 _ _
= ar
Q, Q, R g e . /
b = TR, v g . /
G GSp ~ Vsink 8l —au—
G - .
g % %GR |
rise dJ | '
IG Vsource - VGSp bt : QP ' Ip=204
)3 o i Ty=25C

i
i ' .

0 5 Q1 10 15 Q220 25 30

Qg, TOTAL GATE CHARGE (nC)

where Q= (Q,-Q,) = Q4
The calculations of the switching time are elementary even if the gate driver is a voltage generator with a
series resistance for t_fall and t_rise. This because the mosfet is operating in the plateau region for these
two times. The plateau means that the Vgs voltage is clamped to Vgs_plateau.

The gate current Ig is constant, if Vsource is constant, and it is: Ig = (Vsource — Vgs)/Rg. Of course,
Vsource > Vgs.

Instead, the calculations of td(on) and td(off) is less straight forward because Ciss is not constant. But this
is not true in the sense that during td(on) and td(off), the Ciss is either constant equal to the maximum
value or constant and equal to the minimum value.

+ Calculation of ty,, and tyq is less

Rs straightforward, since C, is not
VSULI[CE
I constant
Ciss
Vsink » However:

» during tyon) , Ciss~Cissuin

» during td(_off)! C\55~C\SS(MAX)

= Simple exponential transients !

VGS VSOLIICG
=R.C. il

t _ R A C . |n Vsource T G “issMIN \"! ..
d(on) — "G iss(MIN) —V v JUPr

source ~ Vasp | Vesp / -----
t, =R,-C 1n| Yosuax = Vane _
d(off) = MG " Yiss(MAX) v v . .

GSp ~ Vsink don)

td(on) is the time needed for the Vgs to reach the Vgs_plateau, so we have to invert the exponential
function to calculate the time needed by the gate to source voltage to step up from 0 to Vgs_plateau.
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Why is Ciss,max not available?

2500 10 -

Ves =0V ar /-
8

Ty=25°C

2000\

=
w
- 2
w E
s M 5
Q 1500 o6 1
= g le— Qg —-+-—— Qg —-4 /
S =] —
& 1000 3 4
< é /
I3}
9 500 E 2
N Cess 5 Ip=20A
Crss 7 @ Tj=25C
0 4 0
0 10 20 30 40 50 60 ~ 0 5 10 15 20 25 30
Vps, DRAIN-TO-SOURCE VOLTAGE (V) Qg. TOTAL GATE CHARGE (nC)
Figure 7. Capacitance Variation Figure 8. Gate—-to-Source vs. Total Charge
CiSS(MAX) - dV
ohmic

Often Ciss,max is not available in the datasheet, reporting only Ciss for positive Vds. In this case we have
to look at the gate charge curve, which is always present in the datasheet, and the inverse of slope of the
curve in the last region is Ciss,max.

Separate adjustments of turn-on and turn-off times

RON

. ¥

Rorr

Ve

* Ron @nd Rgge properly chosen to adjust (ty,,, + t,) and
(td(off) + tf)

If we use just a simple gate resistance Rg to turn the mosfet on and off we end up with a dependance of
the turn on and off time transient one with the other, in fact both t_fall and t_rise depend on Rg.

If we want to decouple the t_fall and t_rise to be regulated separately, a simple way to do this is by using
diode to allow or impede the flow of current.

If we work in a condition different from the one in the datasheet for Id and Vgs, can we still use the same
gate-charge curve? Yes.

In the next image we have several gate charge curves. We can notice that the plateau region happens in
different points, but this is not really a big issue, in general. So the difference in the current is translated
into a difference in the plateau region, but it is not an issue because in the plateau region the mosfet is
working in the saturation regime, soI_d =1_L.

In conclusion, the Vgs_plateau depends on the square root of the load current, which is in the end a
small dependance.

The result is that we can use the standard gate charge curve reported in the datasheet even if we are
working at a different current.
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* Plateau region:
» ID :K(VGS _VT)2

.

7

=1

« therefore:

V., VOLTS

0 5 10 15 20 25 30
Q, NANOCOULOMBS

» Gate charge curve at rated I is usually provided

Moreover, if also the Vds at which I'm working is different with respect to the one reported in the
datasheet I don’t care. The effect of a different final Vds, so bias polarity, is in the curve after the second
inflection point -> the plateau region is either increased or decreased. If the plateau is larger, also
Q_plateau is increased.

» Turn-on transient
P
Vool B R '(td(onl +t,) _ Voo ol -t
B offfon = -
B 2 2
ERREEE t =t t
Y on = Lafom) T
i
g
i Il
SRR Vo -l -t
[ 1 | t P -f -E —f DD 'L " ‘on
td(ON] tr off/on sw off /on sw 2

For example: f,, =100kHz, I;=6A, t,,=100,, V=12V
Pettjon = 360MmW

« Same approach for turn-off loss calculation

We still use the gate charge curve. Turn on and turn off transient have instantaneous power dissipation.
In the turn on transient it happens during td(on), because the voltage is high and the current is ramping
up = power dissipation increases linearly. Peak power dissipation is the highest when the current is I_L
and the voltage is Vdd. Then the current stays constant and the voltage drops; again we have an
instantaneous power dissipation that reduces linearly to 0. In the last section the power dissipation is
negligible.

Power dissipation during the turn off transient is not relevant during td(off), but it is during t_fall and
t_dis.

Turn on transient
As we can see in the image, the power dissipation has a triangular shape. The base of the triangle includes
two time intervals, td(on) and t_rise. This instantaneous power dissipation profile is typical of the so-
called hard switches. On the other hand we have soft switches, where we use resonances to have
oscillations and we turn on or off the mosfet when the voltage Vds is 0 or when the current is 0.
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We can calculate the energy dissipated during the turn on, and it is the area of the triangle, and it is the
energy spent in the transition between the off and on stages.

As for the average power dissipation (called switches loss), we have to assume that the switch is turned
on and off periodically. To compute it we multiply the energy for the switching frequency, and we get
the average power dissipation during the turn on, if we use just the energy for the turn on transient.

Gate driver loss

Another advantage of the gate charge curves is that they allow to calculate very easily the gate driver loss.
The gate terminal of the power mosfet has to be driven by a gate driver, and this driver has to turn on the
mosfet and off, so it has to spent and dissipate some energy.

There is an energy that enters into play during the turn on and during the turn off that is provided by the
gate driver. How much is this energy?

The energy provided by the gate driver is simply the product between the total gate charge and Vgs,max.
This is the energy to be provided to the mosfet during the turn on and extracted from the mosfet during
the turn off.

Vas Energy lost during turn-on

/

Vesmax |

Vesmax [7

CISS

5 2
gTOT Qg(C)
Energy stored in Ciss and lost
during turn-off

Ednver = QgTOT i VGSMAX :> Pdnver = fsw ’ Ednver = fsw 'QgTOT 'VGSMAX

For example: f,, = 100kHz, Qgror = 15nC, Vggyax = 12V

=

driver — 15mW
We can consider the equivalent circuit on the left, representing the gate driver with a Thevenin equivalent,
and the gate is replaced with a nonlinear Ciss.

The area B subtended by the gate charge curve, in the charge interval between 0 and Qg,tot, is the charge
stored in the Ciss once we have turned on the mosfet that has to be dissipated during the turn off. Whereas

the area A is the energy lost across Rg when the mosfet is turned on.

Edriver is the sum of the aera of the rectangle and the two triangles, once decided Vgs,max.

We can demonstrate the areas A and B. Let’s assume we are turning on the mosfet; the Ciss is initially
discharged and the gate driver voltage steps up between 0 and Vgs,max. We want to understand the

energy stored in the Ciss, which is the integral between 0 and +inf of the product between ic and Vgs.
However, having Ciss in the integral is not a good approach because Ciss is not constant.
V.

= Cg 4,
‘u),,,l \m.-—l ) ( '\ L“f 3] %/‘

_IZ._ ‘#C‘s )vjs T
Lo

+00 b ‘
. dz,
E = J boﬂ_ésclf i j CP“ & cait
el
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The one in the rectangle is the area subtended by the gate charge curve.
The total area A + B is the energy put into play by the gate driver.

+00 ; \4),,,.,. éi_ J}_‘
EJuvuL ﬁ Vornﬁ‘. {/oc“_ i KDJ’d’/J
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Te ﬁ/

yror A8 )
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The last integral is nothing else than the area of the rectangle.

SWITCHING PERFORMANCE

The typical mistake when selecting a power mosfet to get the fastest possible mosfet is looking at the Ciss
and the larger the Ciss, the slower the turn on. But this is wrong, we have to look at the total gate charge
to compare different switching speeds of different mosfets.

Ves A B
" {STVHD90, SGSP386
T Cell density/in® | 23 M | 550K
10 A B
: | Rosion) MQ 23 40
1
| Css pF 3000 1800
| + + 4
5 | I Coss PF 1000 | 1100
| | ! |
| | Crss PF 180 550
1 | | !
| | Gate charge nC 47 74

10 20 30 40 50 60 70 Qg (nC)

» Check the gate charge curve before deciding which
MOSFET really has the edge in switching performance !

An example is in the image above. Mosfet B reaches the same Vgs with a higher Qg, but the Ciss is
theoretically smaller.
The real difference is in the Crss, where it is small it means that the plateau region is smaller.

61



DRAIN TO SOURCE CAPACITANCE - Cds
* Cps =Ce —Cqp

055
» Cpgcontributes to losses c
o

+ Cps is highly nonlinear >  Cpg = \/— for vos > Vi
VDS

The energy stored in Cpg (Vpg)
during the turn-off transition is:

A
_ o C
We, ~ [ Vogrie dt~ [ Voe - —=dvgg
0

JVes

2 114
Co 'VSEJZ = Z(SCDS(VDD)J'VI;D

turn—off
transition

TEST CIRCUIT

4

)
1 .
= ECDsfeq . VDZD with [CDSeq = ECDS (VDD )]

1c

SWepe 5 7Ds_eq

MOSFET turn-on switching loss due
to Cpg discharge
See part 3_additional reading materials: 3.4_MOSFET disipation due to Cds

2
'VDD 'fsw =

The role of Cds is negligible as far as we deal with the turn on and turn off transients.
However, the Cds is contributing to the average switching losses of the mosfet, so we have to consider it
when calculating the mosfet losses.

In fact, if we look at the figure and we assume the mosfet is turned off, the drain voltage ramps up to Vdd
and the capacitor Cds is charged up to Vdd. In the opposite transition, when the mosfet is turned off, the
energy stored in the Cds is discharged through the mosfet that is turning off, producing an energy
dissipation. Of course, if we do this periodically, we translate the energy dissipation into a power
dissipation.

So we have to calculate the energy stored in the Cds during the off time period that is released to the
mosfet during the on time period. The energy is not %*Cds*Vdd"2 because the Cds is not a constant
capacitor.

The Cds is not reported in the datasheet, we find Coss and Cgd, and Cds = Coss — Cgd (or —Crss).
In the slide, W indicates the energy related to Cds (Co is a constant). It is the energy stored in the capacitor
during the off transition and lost during the on transition.

Especially at high frequencies, the contribution of Cds to the overall switching loss becomes very

important, and it must be considered also the parasitic capacitances more than just Cds (mainly in the
buck converter).
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POWER SWITCH CONFIGURATIONS

There are at least 4 power switch configurations depending on the position of the power semiconductor
switch with respect to the load.

Low-side High-side  Half-bridge Full-bridge (H-bridge)
V,

o) DL DL, DL
—D—| Load —[>—| > <

» Transistors can be on-chip (integrated) or discrete (external)

« On-chip: n- and p-channel transistor can be used as a power device if
voltage ratings are suitable.

» trade-off on-resistance Ry, vs. C,,;. (lOSSES)

« High-power and high-voltage applications prefer n-channel transistors
due to lower on-resistance R, but gate supply >V is required

- Low side switch: switch located between ground and load, and load connected to PS.

- High side switch: switch connected between the bias supply and load, and load connected to
ground.

- Halfbridge: combination of the previous two. The load is typically connected between the central
node and ground.

- Full bridge: by connecting two half bridge configurations. It is typically used in class D amplifiers.

In general, the transistor can be on chip, so integrated with the rest of the circuit, or discrete, outside the
control IC. The choice depends on the power level. A discrete power mosfet shows an Rds(on) of few
mV, so it can handle large currents and block high voltages. In general, current handling capability of an
on chip power mosfet is smaller.

In general, when we use a discrete mosfet, the choice is almost always an n channel power transistor

because, at the same area, the mobility of electrons is higher than the mobility of holes, so the Rds(on) of
the nMOS is smaller than the one of the pMOS.

LOW-SIDE SWITCHES

Voo Pros
= Easy to Drive

» Lower price driver

X Cons

J * No protection from shorts to ground
» Possible load corrosion

Low-side switch

Low side switches refer to ground, so they are very easy to be driven because the gate driver refers to
ground. This easiness in driving translates into a lower price. The drawbacks are that they don’t offer any
protections from shorts to ground. It means that if we accidentally get a short circuit between node x and
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ground, the load is activated. This is a serious safety problem in automotive applications. Moreover, we
might also have electrochemical corrosion if we leave the load attached to the positive PS.

Direct driver

Can I directly use the pwm output of a microprocessor to drive a power mosfet? Yes, but with some
limitations.

The voltage generated by the uC is typically 5V, so we cannot use it to drive a vertical nMOS transistor
with a maximum Vgs of 10V, but we can directly drive a logic-level power mosfet.

However, there is another problem. The maximum current that can be sourced by Arduino is 40mA, and
if we have a Ciss huge it takes a long time to be charged - we cannot turn on and off the power mosfet
at high switching speed.

Vory (Veias)

VvCC I

oUT[} |

Yes, but..
+ Logic-level power MOSFET (e.g. PWM,,gy = 5V in Arduino)

+ Limited current capability of the PWM driver (e.g. 40mA max from
Arduino)

* PWM controller power dissipation to be evaluated
« Circuit layout is critical

* Not suitable for high-speed switching applications

Moreover, we must be careful in not connecting the power mosfet too far from the uC, otherwise the
parasitic inductances play a role and affect the operations of the circuit.

Gate drivers

3.3-5V Gate driver
t I—3 ey 5-20V
—p

Controller }

)
l ~mA 100 MA - Amps
Controller: Switch:
> Power supply: 3.3 -5V » On voltage: 5 - 20V
» Drive current: ~mA range i = 10nF—Y_ -15A
g 100ns

In general, the output level of the controller is too low to drive a power mosfet, so we need gate drivers
for level shifting. Moreover, gate drivers are needed because the current that can be provided by the uC
is too small, and we need more.
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« Bipolar, noninverting totem-pole driver
« Commonly used and cost effective drive for logic-level power

MOSFETs
VEIAS VDRV
_______ . R
VCC
PWM I
controller| = Rgare -
ouT =
|
|
GND[}—
"""" distance! =
e

The couple pnp-npn transistors implement a current booster.

Low-side driver ICs

i Driver Stages Low-

: Varw side FET
VDD : Voulp IEI x ﬁ voum
Control] _ | /_le_T IN|

Logic . II: | |
i G 4

= Level shifter followed by driver stage(s) (CMOS inverter)
= Single driver stage if small power MOSFET (low C,)
= Cascaded driver stages if large power MOSFET (large Cg,e)

The gate driver typically integrates two stages:
- Alevel shifter needed to match the low digital voltage provided by the control logic to the relative
large voltage to be applied between the gate and the source.
- Driver stage, which is an inverter chain.

The level shifter is driven with logic levels.

Review of stages

» Single CMOS inverter not suitable to drive large power devices
Vdrv

PWJM—HI_'IE ‘/_\f -”: Power
MOSFET

+ Common solution: tapered buffer (inverter chain)

¥—i—o-

Power
MOSFET

P e
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Tapered buffer 1
* n stages, each increasing in driver strength (W/L) by-factor o.

» The first-stage inverter is built with minimum-sized transistors.

+ Assume that the output load capacitance of each stage is
primarily determined by the input (gate) capacitance of the next

stage.
~ 2 - n-1
" 1 o o ot o Vout
" oo o - c
CT *CT u.zc(i- o =p/=*
= = I o' Cy I o™'Cq —-I__ Cc= o"C CG
Stage 1 Stage 3 Stage i Stage n

» Different design goals depending on application needs:
» design for minimum delay
« design for minimum power (correlates with die area)

Tapered buffer: optimization for speed L

» Assume that the delay of the first stage driving an.identical one

IS tapg-

* The the delay of the i'" stage is: t, =a-t,g,

1 o o? o o V.
Vi _ \ out
CT T o°Cs
= 1 I &' O I 7 i o0 I C=a"Cs

Stage 1 Stage 3 Stage i Stage n

> The global delay of the n stages is:t, = ¥'t, =na-t,,
i=1

; : (o
which, combined with o = n‘CL . gives:
G

’ N

I C
b=t Hn[—L

\!nOE,' G

Example 1'

= Speed optimization |,

+ Example : C =300 pF, C; =30 fF t,,q=1ns
Ot = &Ny =IN(C/C5) =92t ;=25 ns
+ However, by choosing a larger «, e.g.
s 0 =63,n=5=>1t=32ns
we can reduce the number of stages in the buffer with little degradation
of the overall delay.
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In the next image we have an example of a low-side inverter. The digital level is applied to the CTL
termina, we bias the IC with 12V and the output of the IC is connected to the gate of the mosfet, and
that’s all. We need however to evaluate the turn on and turn off transients.

Low-side driver ICs o v Sy Volage 15

-4
s | /]

el

/ [

3 6 9 12 15 18
SUPPLY VOLTAGE (V)

I
<

CURRENT (A)
=) o

o
o

<

=

=

0.6mA
)DSmA MIC4417
INVERTING

xD1 4D Qz
R1 X \ -[>°- m
CTL 2 = A\
0—0 1 (o} o
e | | W02 b
Q4

T 03 F0s \ MIC4416
35V ! NONINVERTING GND
,

Micrel 4416

\‘ --------------------- ”I v
* slowly changing input signals are transformed into into sharply defined, jitter-free
output signals

In the top right image we have the current source and sink capabilities of the IC, and they vary depending
on the supply voltage.

If we open the schematic, x is a level shifter, then we have a first inverter which has a positive feedback
to sharpen the waveform, then we have the chain of inverters, another inverter and finally the a CMOS
inverter as a last stage. So we are charging and discharging the gate of the power mosfet using constant
currents from the CMOS inverter.

HIGH-SIDE SWITCHES

VDD Pros

+ Protection from shorts to ground VDD

J » Load corrosion unlikely f
Cons (e}

» More complex to drive

» Higher price driver

High-side switch

* High side switches are preferred in automotive applications

Pros
- Protection from shorts to ground: if the mosfet is on and we have an accidental node between the
middle node and ground nothing happens.

Cons
- Driving a high side switch is more difficult because the source of the mosfet is not grounded, not
linked to a constant voltage. So we have to consider a sort of floating gate driver which is able to
follow the source, which spans from 0V to Vdd.
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The reason why high side switches are preferred in automotive applications is very simple. In fact, if we
consider a car it is extremely easy to get in touch with pieces of metal that are conductive and we create
a short to ground. With low side switches the load is activated and it is dangerous.

Low-Side Driver High-Side Driver
+Load is continuously on during *Output Driver is shorted to
an output short to ground ground. Requires protection for
the output driver.
Voo
VDD
Zload
Zload
Shorts to ground are more likely to

occur than shorts to battery due to
the abundance of sheet metal from
the automobile.

_h

P vs N channel high-side switch

+Voo +Voo

P-chan. i
-—| DI(\:ASg ,_| N-chan.

DMOS

Load
Load

¢ P-channel MOSFET easier to drive but..

* R,, of p-channel is ~ a factor 2 higher than that of a n-
channel having the same chip area.

l:> n-channel MOSFETs are mostly used as power switches

We can implement a high side switch either with a pMOS, and the driver circuit is easy to be
implemented, or a nMOS, and the gate driver is more complex.

The usage of the nMOS is preferred because the Rds(on) for the same area is smaller with respect to the
pMOS.

However, there are some pMOS available on market, like the following one, by Infineon®.

To drive a pMOS in a high side position in principle we can use an open collector driver, we basically
connect its output with a voltage divider and in the end we have a Vgs given by Vdd divided according
to the voltage divider. Of course we can regulate Roff and Rgate to get the desired Vgs.

Once again, the current capability of the driver is limited so we cannot switch fastly the power mosfet.

moreover, another problem comes from the potential variability of the Vdd PS. In fact, if we have
fluctuations in the Vdd we have also fluctuations in the Vgs.
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Voo
C

Use an open collector driver.

Gate drive voltage is a function of the power line voltage, V due

to the R1, R2 divider.

IPB110P06LM

OptiMOS™ Power Transistor, -60 V

Features

* P-Channel

= Very low on-resistance Rpsin @ Vas=4.5V
* 100% avalanche tested

« Logic Level

+ Enhancement mode

+ Pb-free lead plating; RoHS compliant

+ Halogen-free according to IEC61249-2-21

Limited current capability (high drive impedance).

Not suitable for high-speed switching applications.

Level-shifted driver for high side pMOS switches

Voo
Q
Vams -
7777777 |
VCC
PWM | N
controller : s
ouT .—‘

level shifter current booster

Disadvantage

- Gate drive voltage is still a
function of the power line
voltage, Vp due to the R,,
R, divider.

MOSFET o

To improve the previous solution we can use a current booster combined with a level shifter to drive
quickly the p power mosfet.
However, we still have the Vgs dependance on the power voltage.

Hig-side pMOS switch — driver IC
The gate driver nowadays is not implemented with discrete components, we use IC acting as high side

gate driver.

1
1VssH

1 supply
| generator

I:> Level shifting of a signal from one static level to another

| .
controller | : :
1

11

J. Loa
PGND

VDD
VQ
shift Vssh
e PWM e
Id‘ps td‘ps
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In the case of the pMOS, the typical IC driver is a combination of a level shifter and the tapered inverter
chain. The voltage applied to the gate of the power mosfet swings between Vdd and a second reference
Vssh.

The Vssh voltage is generated with an internal voltage generator integrated inside the circuit done either
with a linear regulator or a charge pump.

Driving a nMOS high-side switch
First approach

VAUX_ +Vpp « For efficient chip area, a n-channel
DMOS is used as power switch.

R

gyl —| DMOS * Vuux must be higher than Vy, to drive
R, the DMOS into the ohmic region with
low R

dson*

LI _| Load
PWM * Vaux = Vg(on) = Vpp + Vgson

« V,x strongly related to Vy
(application).

Y Y « High power dissipation when the

level shifter gate driver power NMOS is off.
(oversimplified)

The reason for using a nMOS for high-side switch is the lower Rds(on) with respect to a pMOS device.
Let’s use a simple gate driver which includes a level shifter that is a resistive divider driven by a control
mosfet and a driver stage, which is usually a tapered inverter chain.

The problem with nMOS is that when we want to turn them on we have to bring the channel in the ohmic
region, and this means that the final value of the source voltage will be closed to Vdd. To keep the mosfet
in the ohmic region, Vg > Vdd, because Vgs > Vt. Hence we end up in needing a Vg larger than Vdd.
This is the rational for using an auxiliary voltage generator Vaux which provides a voltage larger than
vdd.

But this is something we would like to avoid.

With this implementation there is also another problem. In fact, we want to keep the mosfet off, and to
do so we are turning on the control input mosfet and we have a flow of current in the voltage divider, so
we are absorbing current from the Vaux and hence dissipating power. The larger Vaux, the larger the
power dissipation, for the same current.

Second approach

Instead of using a Vaux voltage generator which is referenced to ground, we can replace the Vaux with a
floating voltage generator Vfloat. The lower terminal of the generator is connected to the source, so if the
source is moving up and down depending on the fact that we are turning on and off the mosfet, the
floating voltage generator follows.

We need the Vfloat to be able to generate efficiently high voltages to bring the mosfet in ohmic region,
so Vfloat must be at least equal to the Vgs,on that we want to apply to the nMOS.
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When the mosfet is off we are bringing the source of the power mosfet to 0 and so the voltage at node x
with respect to ground is equal to Vfloat, and so the power dissipated by the floating voltage generator is
Vfloat multiplied by the current in the voltage divider.

X +Vop + Afloating voltage generator
VEeLoat| + = referenced to the source of the
1
Driver - 2
. sthibe _| DMOS MOSFET is used instead of a
’ ground-referred V,y.
R2
Load * Ve oar is independent of V.
‘LF_.I
PWM *  Veioar = Vason-

Bootstrap is a possible way to

w implement the V¢ o.r generator .

level shifter gate driver
(oversimplified)

One typical way to implement a floating voltage generator is to use a bootstrap. We replace the voltage
generator with a big capacitor which is able to keep the voltage across it constant and also able to provide
all the charge needed to turn on the power mosfet. But the bootstrap capacitor needs to be charged.

BOOTSTRAP
_ +Vop - +Vop
Vg -|_ VE
De = ) :-:R1 )
2 Tes Hesslyr ] on
Vg =0 J_ . Vsw=Vop
\Y \% R é
A Load A ’ Load
PWMuich —I PWM.ow

L -

* Vaux =10 =15 V typ., independent of Vpp.
* Vg=Vaux— Vpg ~ Vaux— 1V

+ The bootstrap technique is satisfactory for short ON times of a few milliseconds.

The bootstrap network is the combination of a capacitor, which is connected between the source and the
upper node, a diode and an auxiliary voltage generator, but the Vaux generates a voltage in the order of
10-15V, that is the voltage needed on the gate of the mosfet to turn it on properly.

The diode is used to charge the bootstrap capacitor when the power mosfet is off (in fact the source is
ground and the diode is on), and it disengages when the mosfet is on such that the bootstrap capacitor is

able to provide charge to the gate of the power mosfet to turn it on.

During the off time period the bootstrap capacitor is charged up to Vb. During the on time period the
diode is off, the current flows in the driver stage and the source increases. Since the bootstrap capacitor
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is connected between source and node x and it is keeping the voltage almost constant, as soon as we
increase the source the diode is disengages.

The bootstrap technique is a very good solution if we want to turn on the mosfet for short time periods
(few ms). If we want the mosfet on for seconds, the bootstrap is not a good solution.

A simple view
Bootstrap: a simple view
* PWM =HIGH ; V4~0,Vg~0 — Vgg~0

* PWM = HIGH — LOW; M1 OFF, I;=Vg/R
(assume Vj = const.)

1) 0<t<t,

Ip<I, Vg=0,DgON, Vg increases up to
VGSp

2) t,<t<t,
Ves=Vasp — Vr = (Va- Vgs,) =const,
Iz=const charges Cyy — Vg increases

making Dg to turn off
VGHMAX
3) t,<t<t
2 3 Vop|— — N
M2 into ohmic region — Vg~ Vg Vasp \\
I5=(Vg-Vgs)/R charges both C, and C, \\
: I Vi | N
until Vesmax ™~ Ve i-€., [Vamax = (Voo + Vi) o T
a4

t t; ta

For the sake of simplicity the second resistor of the voltage divider has been removed. M1 is the driving
mosfet, M2 the power mosfet. We assume that the load is an inductive load with a free-wheeling diode.

Let’s start from a situation where the PWM is high. The M1 is on and it works in the ohmic region,
keeping the gate of the power mosfet at ground - Vg, Vs and Vgs = 0.

The network starts commutating when the input signal moves from the high level to the low level. For
the sake of simplicity we will assume that in the turn on transient the bootstrap capacitor keeps its voltage
constant (like in a huge capacitor).

Turn-on transient (0)

*Vn =V 2 Ve~0,Vg~0 — Vg~0 +Vaux
Vg _"'!DD
Ds T
* power MOSFET M2 is OFF —T—

VR ( R
* Vr= (VauxVoe) = Ve —|[—+ M2

Input voltage is high level, so gate and source are ground. The current that flows in the network, assuming
that M1 is in the ohmic region with 0 voltage drop across drain and source is I = (Vaux — Vd)/R, where
Vd is the voltage drop across the diode. Vaux — Vd is called bootstrap voltage (Vb) because it is exactly
the voltage on the bootstrap capacitor Cb.
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Turn-on transient (1)

Bootstrap: turn-on transient (1) ..,

*Vin = Vigy — Vi, M1 OFF;

(assume V; = const.)

1) 0<t<t,
g ()= (Va= Vas (IR = Vg(IR
= g charges Cy and Cyy
+ ip<l, Vg=0,D10ON

= Vggincreases up to Vg,

Vasmax

Voo

Vasp

Vr

Ds

Q
t

Q.

ts

31

Qs qq(C)

If we look at the gate charge curve, initially the mosfet is off and hence Vds = Vdd. Att= 01 turn off M 1

moving to the low voltage level.

The current that was initially flowing in M1 is redirected in the gate of M2 because there is a huge input
gate capacitor that keeps the node x, at the very beginning of the transient, unchanged. In fact, we cannot

change the voltage across a capacitor instantaneously. This current charges Cgs and Cgd.
Nothing happens to the source until we reach the threshold, so the inductive load is clamping the source
at OV. Hence in the initial part of the transient I'm simply charging Cgs and Cgd to make the Vg to

increase.

At a given point I reach the threshold. Some current i_d will start to flow in M2, but aslongasi_ d <I_L,
the voltage at the source is still clamped at ground because there is current flowing in the free-wheeling

diode.

The real breakthrough happens at time t1 in the gate charge curve.

The current that charges Cgs and Cgd is the current that flows in the resistor R, which is (Vb — Vgs(t))/R.

Turn-on transient (2)

Bootstrap: turn-on transient (2) v,

2)t, <t<t,
= Vgs™Vag,
» — Vg = (Vg- Vgg,) =const,

= lg=(Vg—Vgg, )R = const

* |g charges Cyy
= — Vg increases making Dy to turn off

= — Vpg decreases

Vasmax

Vop = — —,

Vasp

A

Qo
t

Qs Q4 (C)
ts
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In phase 2 the mosfet enters the plateau region, and this happens when i_d = I_L. At this point the free-
wheeling diode is disengaged and the mosfet current is forced to be equal to the load current, which is
constant.

Vgs is now clamped because the mosfet is operating in the saturation region and so if we are setting the
current that flows in the mosfet we are also setting the Vgs, which is equal to Vgs_plateau.

Once again, the current that enters in the gate of M2 is the current flowing in the resistor, which is (Vb —
Vgs_plateau)/R > gate charged with a constant current.

This current doesn’t go through the Cgs, because the voltage Vgs is clamped, so all the current injected
in the gate is flowing through Cgd. As a consequence, the gate voltage is increasing, but also the source
voltage is increasing, because Vgs is clamped. If the source voltage increases, also node x increases, and
the diode Db is turned off.

From now on, all the charge needed to charge the gate of the mosfet will be provided by the bootstrap
capacitor. Of course, during the plateau the Vds decreases because the source is increasing and the drain
is constantly biased at Vdd.

Turn-on transient (3)

3ootstrap: turn-on transient (3) .., =

Vs Voo
D g Vi
° T
) t,<t<t, RC|_‘ —
ad -
Vr ( ls

=" #m2
M2 driven into ohmic region ,l:’—+
g @
Vink Vas
+ — Vg~ Vpp —I—_”:NH
Vine I E
. V f -
is(t) =(Vg —ves(t))/R charges both Ve 00 Vo ()
Cgs and Cyq until Vggmax~ Ve Ve
Voo |— — -
\
> Vemax = (Vpp + Vi) Yo \\
AN
v | N\

Q Q Q Q, (C)
i t ta

I’ve passed the plateau region, meaning that I'm entering the ohmic region. We can assume that in the
ohmic region Vs is almost Vdd and Vds = 0.

As for the current that flows into the gate, there is still current in it, set by (Vb — Vgs(t))/R. Now Vgs is
free to increase because we are no more in the plateau region.

This current still charges the Cgs and Cgd until the Vgs reaches Vb. At this point the current is nihil and
the transistor transient is over.

The final value of the gate voltage will be Vdd + Vgs,final = Vdd + Vb = Vg,max.
Hence the gate is brought above Vdd by the desired Vgs.
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Simulations

Bootstrap waveforms . 34

o7
R Mz,
-
/=1 g l‘,\"\'—|
<5 Shower_Mbr
PER = 1000u

. ' H | | — [ i |

-

Bootstrap capacitor

The boostrap capacitor, Cg, discharges due to:
+ charge transfer from C; to the power MOSFET input capacitance;
+ reverse recovery current of the bootstrap diode;

+ quiescent current of the driving stage and reverse leakage current of the
bootstrap diode.

» Ty connot be indefinitely
long

#* Refresh time,

» Refresh time must be

y sufficiently long to fully

restore the charge lost by
the bootstrap capacitor

Tsw

With the bootstrap capacitor there is a problem, and it is the fact that it is discharged due to several causes.
In fact, we cannot afford a big capacitor with a very high value.

On the top graph we see the bootstrap voltage as a function of time, and in the bottom one the voltage
across the load. When the mosfet is turned on we notice that the voltage across the load is increased
(second plot). Then the voltage is kept constant across the load (Ton).

Let’s look at the turn on transient. The bootstrap voltage is initially equal to Vb1, then there is a sudden
drop corresponding to the turn on of the mosfet and then a slow discharge of the bootstrap capacitor
during Ton. When we turn off the mosfet the voltage across the bootstrap is restored to the original value.
When we turn off the mosfet the source goes back to zero allowing the recharge current to flow in the
load and restore the bootstrap voltage = restore happens when we turn off the mosfet.

Now we are more interested in the voltage drop when turning on the mosfet.
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The reason for the fast drop in the bootstrap capacitor voltage is very simple. When we turn on the mosfet,
we have to provide a charge to the gate, and most of the charge is provided by the bootstrap capacitor.
Then the mosfet is turned on, but there is still a small reduction of the bootstrap voltage, and the bootstrap
capacitor is discharging with a small current.

‘When the mosfet is on, the Db is reverse bias and, if so, we still have a small reverse bias current flowing
into it. It is the leakage current of the diode (but also of the drain to body junction) that slowly discharges
the Cb. This small discharge is the reason why Ton cannot be indefinitely long.

Hence refresh to the bootstrap capacitor must be applied, and this happens when we turn off the mosfet.

Vb1 to Vb2 voltage drop and Cb value

» The bootstrap capacitance must keep a gate to source voltage high enough for
the time period between two successive turn on transitions.

From AQg =Cg-AV, we get: Note 1

> Qgror is higher than the

X (Vg =Vg,)-Co=Q, +Q +l,.-T
(Ve EZ) 8 gre o leak TN effective charge taken from Cg

Cg is designed by setting the allowable voltage drop (Vg, —Vg,), that is
1

Qg +Qd +I\eak " Note 2:
o1 fon ‘ .
Ce VIRV > Toy is replaced with 1/,
B B2 overestimating the leakage
For example: current
AVp =Vg, — Vg, =2V (typ); Q,  =12nC; Q,=5nC; I, =MA; f,, =100KHz

) Copy =850F

We have to perform the charge balance x. The delta_Vb depends on how much charge we are extracting
from the bootstrap capacitor during the Ton.

Delta_Vb is something that we would like to set as designers. We know the delta_Qb value because it
depends on how much charge we are delivering to the gate and extracted due to the leakage current.

The total charge we are extracting is the sum of three different contributions; the Qg,tot that we have to
deliver to the gate, the Qd, reverse recovery charge of the Db (to turn off the diode we need to provide
Qd with the bootstrap capacitor) and then we have the charge extracted by the leakage current.

There are some approximations in this calculation. In fact, the Cb doesn’t have to deliver the whole
Qg,tot, because the charge to the gate in the first time interval up to t1 of the gate charge curve is provided
by the auxiliary generator, because the diode is not yet disengaged. So we are making an overestimation.

As a second approximation, the leakage current is discharging the Cb only during the on time period, not
during the off one. Nevertheless, the Ton is replaced with the switching period (sum of Ton and Toff).

What happens if the power mosfet is kept on for a too long time?

The Cb discharges, as shown in the simulation below. The blue line is the power dissipated by the mosfet,
the pink curve represents the voltage across the load. When we turn the mosfet on, initially the voltage
across the load is the expected one (PS).

The red curve represents the Vgs of the power mosfet. Initially it is more or less 12V as expected, but due
to the discharged of Cb it is reducing.

At a certain point the voltage across the load collapses from 30V to 5V and the Vgs reduces down to 7V.
The Vds is 25V, so I'm dissipating a lot = the mosfet has collapsed in an operation region, the saturation,
where the current is 10A and Vds = 25V and P = 250W and the mosfet is going to blow.
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The mosfet is initially working in the ohmic region, because Vgs = 12 and VI = 30V, which means that
Vds = OV. However, the Vgs is reducing because we are discharging the bootstrap capacitor. For some
time the mosfet still work in the ohmic region up to the point x where the Vgs is not sufficient to keep it
into the ohmic region and it enters the saturation region.

7V is the Vgs to be applied to get 10A in the saturation region, and this result can be obtained by looking
at the Vds — Ids curve of the mosfet in the datasheet.

Is there any way to increase the on time?

Increasing the on time

Advantage
| Full gate control for indefinite
FLOATING periods of time
SUPPLY

Drawback

Cost impact of isolated supply is
significant (one required for each

LEVEL SHIFTER ngn high side MOSFET)
OR LOW SIDE Lo
OPTO ISOLATOR DEVICE . J—['—J "
Straightforward solution: v | LoAD
e | AT
replace Cg with a floating _“:i 5 El

voltage supply
e.g., three-phase inverter

We cannot use the bootstrap, we need to use a floating voltage generator. However, this kind of solution
might be not very cost effective.

How can we implement the floating voltage generator?

We have two possible solutions: an isolated DC/DC converter or a charge pump. The former is based
on the usage of a high frequency transformer.
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+ Isolated DC/DC converter (see part 8)

» exploits a high-frequency transformer that forms the isolation medium
between the common auxiliary power supply and the floating secondary
circuit;

» can be external or fully integrated into the gate driver.

» Charge-pump

» Used to generate an over-rail voltage V= Vp+V,

Viau Voo Voo+Vau
Da ¥ Cs
Sp —[)’40_ circuit
Cp= D Vv >

— Level
PWM shifter

“y . I

I —
1 Floating
! supply

enerat:
: gr Level

! 1
! bootstrap £ shifter Va
| capacitor i 1

PWM [
controller

PWM e
l L4 typs taps

+ Level shifting of a signal from one static level to a "floating” level

» The driver must tolerate the violent voltage swings occurring during the
switching transitions and drive the gate of the MOSFET above the
positive supply rail Vgp.

» this makes the high side driver design a challenging task.

The high-side driver is typically an integrated circuit that we can buy on the market and we just need to
apply the logic signal to the IC.

Inside the IC there is a combination of a level shifter and a gate driver (tapered inverters cascade). There
is, however, a big issue with the level shifter in a high side driver. The big issue comes from the fact that
the level shifter is not a static one, but it is floating.

Floating level shifter means that the it is referred to the source voltage of the power mosfet. Hence the
red signal is the one we have to apply to the power mosfet to turn it on, and the blue signal is the source
voltage. The source voltage moves following the gate.

So the IC driver has to shift the level of the applied digital signal and also it has to float on the source.
In the case of the pMOS the IC driver was a static one.
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Level Shifter Gate Driver Power Bootstrap
Switch Supply
t

bool
KV aux
T VooH T D
> P an‘e
Choot
V.
Vool ¥ Mi Load I
Control IN
Logic _{>_{
J_ Low Side

» Gate driver stage (inverter chain): low voltage transistors even for large V
R,,: tradeoff between speed and DC current (typ. 100 k<)
+ Diode(s) to clamp voltage across R, and limit Vs for driver

LEVEL SHIFTERS - KEY PERFORMANCES

1) High speed (N- and P-channel MOS switches)

« propagation delay in the subnanosecond range
This affects the dead time and high switching frequency
operations.

2) dVgw/dt immunity (N-channel MOS switches)

+ The switching node toggles between the ground and the input
supply. In order to ensure reliable operation, the level shifter must
tolerate the fast positive and negative dV,,/dt slewing of several
or tens of voltage per nanoseconds.

3) Low power dissipation(N- and P-channel MOS switches)

«  The current consumption of the level shifter should be in the range
of pA. Power dissipation is always a tradeoff with the propagation
delay in the practical design.

1. We want high speed because the switching frequency is increasing.

HALF-BRIDGE DRIVERS
Combination of high-side switch and low-side switch. In the image the high side and low side are driven
synchronously. It is a good implementation if the power supply is a logic level power supply.

V'DD
VUP 1 1 Vgp
H oo [ Me Lo |
L | Dead- Vau b
PWM —»| Time TN
Control Vg ! ! Vagn
Do o e

< »

Buffer =
(even number of inverters)

Dead-time

The dead-time control is used to introduce a dead time between the wavefronts of the digital signal
controlling the switches. We need it because we might have, in principle, two identical switches for the
high and low sides, but in the real world they will never be identical, one might turn on or off faster than
the other, so they may be conductive at the same time.
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If the Vdd is larger than the logic levels we cannot use the implementation above, we need a level shifter
for the high side as below.

(I; o VDD "f o Veoor N VDD
1
? HV LT | i HV Level :
| eve 1 eve
V,
Voo Shifter S Shifter ! My
1 |
B N B . v =_1d .
Vi ' -
Voor .
1
Q| Dead-Time Dead-Time : m
Generator Generator . B
| | :
- [
\\ (b) /

» Structures of generic HV gate drivers for (a) CMOS and (b)
dual-nMOS power trains.

* Suitable for Vg > Vgyax

If the application is a high current application, larger than few amps, the solution is the circuit on the
right, two nMOS that are discrete components.

Examples
High-side driver IC (FAN7081-GF085)

« High-side gate drive IC designed to operate up to 600V.
» High-side gate driver operation up to V4=-5V (typical) at Vg=15V.

» The UVLO circuits prevent from malfunction when V. and Vgg are lower
than the specified threshold voltage.

« Minimum source and sink current capability of output driver is 250mA and
500mA respectively

UCC27712-Q1 Automotive, 620-V, o
half-bridge driver IC

i3 TEXAS
INSTRUMENTS

+ Fully Operational up to 620-V, 700-V absolute maximum on HB Pin
* Peak output current 2.8-A Sink, 1.8-A Source

« dv/dt immunity of 50 V/ns

« Small propagation delay (100-ns Typical)
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Level shifter implementation

= * 70ns pulse and 40ns

I ﬁ edge pulse filters for
= noise immunity

e = + 6mA pulse trigger

current for robust
dV/dt induced current
immunity

« High voltage half bridge drivers have edge triggered level

shifter.
» low cost high voltage level shifter
» reduced power dissipation Bt Texas

It is an example of how a level shifter can be implemented in a high voltage half bridge driver. It is a
simple combination of a mosfet and a resistive load. But what if I have 600V at node x? If the mosfet is
always on, I have a lot of current flowing in the resistance and a lot of power dissipation.

The solution to this problem is: the red one is the digital signal I'm applying to the high side mosfet to
turn it on or off. This signal is split by the pulse generator in two very short pulses (green and blue). The
blue leading edge turns on the mosfet for a very short time and the filp flop is set.

A second fast pulse (green) resets the flip flop and the nMOS is on.

So we are not consuming constant or DC power in the network, we are just using the level shifter in a
dynamic way.
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GALVANIC ISOLATION

Galvanic isolation is a mean of preventing continuous current or unwanted AC current to flow between
two different parts of a circuit. However, it allows the power and signal transfer.

Reasons for Galvanic Isolation
v" Safety of End User

y |
T signarxter se‘gb" © v" Protecting LV circuits from HV Circuits
| 1SOLATION ;"
: BARRIER : ¥ Filtering of Common-Mode Noise
v" Eliminating Ground Loop Noise

v Level-Shift between Power Domains

SYSTEM |

« Galvanic isolation is a means of preventing DC and unwanted

AC currents between two parts of a system, while allowing signal

and power transfer between those two parts.

Example — breaking the ground loop
= Avoids disruptive ground loops where different ground potentials are

involved
Yoltage Voltage Voltage Voltage
Sup‘PIY 1 Suplply 2 swﬂg 1 8upple %
| \
Circuit 1 Circuit 2 Circuit 1 Circult2
ISOLATOR
Signal & Return Path D) Swgna:):‘:orumD
Ground Loop
: ) : )
0 L @ L
GPD i . GPD ‘

Ground 1 round 2 Ground 1 Ground 2

No Isolation With Isolation

+ Electrical Installation can cause large GPDs (ground potential difference)
between two remote nodes.

+ An isolator breaks the ground loop, thus removing signal path noise.

+ The GPD yet still exists and the isolator must be robust enough to withstand the
large voltage differences.

The most common application of galvanic isolation is to break a ground loop. Ground loop is generated
when we have multiple connections between different ground levels. Due to the different ground levels
we may have current circulating in the loop and we may end up with a differential signal building up in
the path and interfering with the signal produced by the instrument.

To avoid this we introduce an isolator, that typically is of a galvanic type.

Example — safety protection against HV
Another reason to use galvanic isolation is for safety purposes.
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« Protects humans from mains voltage mains voltage

Low Voltage System High System Voltage
Accessible by Human e.g. 600V r.m.s.
R
ircuit 1 —SOLATOR ircuit 2

Signal & Return
Path

« Industrial equipment running of 100s of volts, temporary overvoltage of 1000s of
volts, and 10000v surges.

« Isolation barrier is required to protect low voltage circuitry and human operators

Example — motor control
* Protect microcontroller from high voltage

« Many isolation paths

7|
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isolation barrier

We consider an inductive motor driven with the combination of 3 half bridges inverters (triphase inverter)
and each half bridge include a high side and a low side switch and these 6 switches are controlled by a
uC.

We don’t want that, for any reason, the high voltage we are applying to the motor gets back to the control
circuit, destroying it.

ISOLATED GATE DRIVER

Pulse transformer

The isolation is based on the usage of a transformer. In this case the transformer is used double ended
with two different PWM signals. This structure is used to drive the half bridge configuration, typically in
the case of full bridge and half bridge converters.

PWM2 is typically equal to PWM1 but shifted by 180°.

The direction of the voltage depends on the position of the dots, where we have the dot we have the
positive side of the voltage signal.
Moreover, the terminal of the secondary coil is connected to the source of the high side switch x. The
secondary coil is able to float, so when the source voltage is increasing because we are turning on the
mosfet, the secondary side of the transformer is able to float and bring the node above with the dot to
float.
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Transformer coupled gate driver

< + This system provides both the floating supply, as

‘/&@ ) well as the level shifting of the switching signal.
W « Volume of main components: 1373 mm?3

+ PCB area of main components: 207 mm?

+ (GT06-111-100 pulse transformer and
EiceDRIVER™ 2EDN7524F

‘When we apply a positive voltage on the primary coil we are turning off the bottom mosfet (PWM1). In
the second time period when we are applying a positive PWM?2 pulse, the bottom mosfet is on and the
top one is off.

There is a problem with transformers, and it is related to the interwinding capacitance, that is the
capacitance between the primary and secondary side.

This problem comes from the fast voltage transient that occurs on the source terminal when we turn on
the high side switch. If we have an interwinding capacitance Cio we have a current across it because the
current is i_c = C*dV/dt, and this current may disturb the operation of the low side part of the circuit.

The common mode transient immunity (CMTT) is a specification that tells us the maximum dV/dt we
can afford with our transformer. There is a maximum value above which the system is not working

properly.

One of the advantages of this solution is that we don’t need to provide any bias to the high side of the
circuit, the voltage that is needed to turn on the mosfet is directly provided by the secondary side of the
transformer.

However, there are two problems.
1. The interlining capacitance Cio coupling the primary and secondary side.
2. Opverall size of the system, because we need to consider the size of the transformer and of the low

side driver.

To reduce the size of the system we can replace the transformer with a digital isolator.
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Digital isolator + driver

<
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= = Y4
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/ v PGND
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We have still two different PWM signals applied to the input of a digital isolator. The digital isolator is a
simple circuit able to transfer a digital signal from the input to the output through an isolation barrier.
At the output of the digital isolator we still have a digital signal, so to drive the half bridge configuration
we need a half bridge driver.

An interesting observation is that, in order to properly use the half bridge driver, we need a bias supply
Vbias.

This bias supply is typically 10V or 15V, the one we need to provide to the gate and source of high side
and low side switches.

The Vbias has to be isolated with respect to the low voltage side of the circuit, so we need to provide it
by using an isolated DC/DC converter or something other. This is a potential disadvantage of this
approach, because the transformer doesn’t need any bias voltage.

The other advantage is the overall reduction of the size.

Digital isolator

« Adigital isolator (also known as on-chip isolator) is used to get a digital
signal across a galvanic isolation boundary .

» The basic operation of the CMOS digital isolator is analogous to that of
the optocoupler.

+ An RF carrier is used instead of light.
« The RF transmitter and receiver are separated by an isolation barrier.

+ Astandard CMOS integrated-circuit process with metal layers used to
form transformers or capacitors to magnetically or capacitively couple
data across an isolation barrier.

gital Input

MCU or Other
Processor
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An example of digital isolator is the optocoupler, but opto-isolator are no more used in power electronics
because their propagation delay is too high for practical applications. They are replaced by the digital
isolators, that instead of using light as propagation mean use a radiofrequency carrier.

The advantage of digital isolators is that the modulated signal is transmitted over the isolation barrier
using either coreless transformer that can be integrated in a CMOS process or capacitors = inductive
coupling or capacitive coupling.

The second advantage is that propagations delay are pretty fast.

Integrated isolator + driver

This is the best solution. It is based on the digital isolator and, in a single package (not in a single chip),
we integrate 3 chips: a low voltage chip that handles all the low voltage parts of the high side and low
side drivers and two isolators that couple the low voltage side to the high voltage side.

VDI

PWM [:——>—

o7 [
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§
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voDI < GATE DRIVER DIE A

" LoGIC,
vooi [+ DT TIMER,
OVERLAP
PROTECTION
1 ool

- —J voos
DISABLE E——>—~ z I
- H w7 voB
u
] Gnoe

INPUT DIE l GATE DRIVER DIE B
eno []

HS/LS PWM Input isOdrived

» Usually a three-chip SiP (half-bridge driver)
» Digital isolator technology is implemented

So we have a single package with 3 chips. An example of what we can find in the market is in the image
below.
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voo|

Controler i el fe ot
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= (infineon

ponD L

+ 4 A/8Asource / sink output
current

+ Up to 10 MHz PWM switching

frequency

PWM signal propagation delay

typ. 37 ns

+ 3 ns channel-to-channel
mismatch

+ Common Mode Transient
Immunity CMTI >150 V/ns

+ EiceDRIVER™ 2EDS8265H reinforced
isolated gate driver IC

+ Volume of main components: 281 mm?3

« PCB area of main components: 106 mm?
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POPULAR ISOLATION METHOD

Input . #:3 3] \ < output
Fairchild, Toshiba and othe Optocoupler Galvanic Isolation
» Transformer Boundary
+ Integrated micro-transformer and i
electronic circuitry, 2001~ (ADI, - gt Iy o
Infineon, Rohm and others)
> Capacitor Magnetic Galvanic Isolation
+ Signal transmission through Sounday
capacitive isolation with On-Off-
Keying (OOK) modulation, ! Y i |
2004~(Silabs, Tl and others) " :
Capacitive Galvanic Isolation

As far as digital isolation is concerned, we have two possibilities:
- Transformer: inductive coupling
- Capacitor: capacitive coupling

Inductive isolation

« Coreless planar transformers (CPT) were first developed as a
solution for insulating the high voltage power circuit from the low voltage
control circuit allowing integration on-chip.

3D View Cross-Section View
10m Pl Bum Au
Top Coil “ orio |—|—|ﬁ 0onn 6pm Au
Isolation Layer A
Bottom Coil
.
| —
Spm Pl IC PASS TOP IC MET
m Two co-axial planar spiral coils W |solation material
+ Material = Gold * Material = Polyimide >5kV isolation
* Thickness = 6um » Thickness > 20um }

(Polyimide’s dielectric breakdown strength >400V/pum)

prim. Coil

(nd i

sek. Coll

....... ANALOG
DEVICES

Capacitive isolation

15Odriver Channel
Oie #1 | Diesz

e e I g o
D it il

DAFFERENTIAL ISOLATION.
AR

Made by adding capacitive isolation barrier (SiO,
as an insulator) on top of each die to connect in
series

+ 81010 times faster than optocouplers

87



Typical implementation is with two capacitors in series, one on the low voltage side of the circuit, and
this capacitor is bonded to a second capacitor on the high voltage side of the circuit. Capacitor are
standard capacitors made out of SiO2. The total isolation voltage can be from 12 to 8 kV peak.

« Reinforced isolation is realized
by thick SiO, capacitors
combined in series

Disable,
o = Each channel uses high
voltage isolation capacitors

on both die

and
eadtime|

« Combined isolation capacitor
thickness is > 21 ym

« 12.8 kVpi surge voltage, 8 kVpy
Series Capacitors transient over-voltage, 1.5
KV s Working voltage

Package

Isolated gate driver comparison

Attribute Opto-Coupler On-chip Magnetic On-chip Capacitive

Isolation Materials Epoxy/Silicone gel Polyimide SiO, or equivalent
Signal Coupling Optical (LED +diode) Magnetic field Electric field
Performance Across Temp & Time Varies Consistent Consistent
Life Expectancy ~10Yrs ~20 Yrs ~ 20 Years
Speed Slow Fast Fast
Distance Through Insulation (DTI) > 400 ~20 um ~20 pm
Meets EN60950 >0.4mm DTI Yes No No
Common Mode Transient Im(rg:/ll'\-:_tlyg ~25 kV/ys > 100 KV/iis > 100 kV/is
EMI Susceptibility Non-issue — too slow Design techniques Signal level dependent
EMC Radiation Non-issue (light transmission) Design techniques Design techniques
Junction Temperature Up to 125°C Wide range (150 °C) Wide range (150 °C)
Standarde uL1577 UL1577 UL1577
IEC60747-5-5 VDE0884-11 VDEO0884-11
MU e f;;::f )r(rf]:rl No modulation required On-Off Keying On-Off Keying
AEC Qualified Portfolio Limited Yes Yes
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PROTECTION CIRCUITS

Power mosfet can fail because of:
- Excessive Vds: we overcome the breakdown voltage.
- Excessive Id
- Excessive Tj (junction temperature)
- Excessive Vgs

To avoid damages of power devices and destruction of them, we can implement some protection circuits,
that come into play when there is an accident we cannot foreseen.

EXCESSIVE Vds - UNCLAMPED INDUCTIVE SWITCHING (UIS)

» The vast number of loads driven today are inductive in nature such
as solenoids, transformers, inductors, etc.

» Power MOSFET failure due to Unclamped Inductive Switching
conditions is one of the most prevalent failure modes encountered

» Recent advances in power MOS processing technology now
enables power MOS transistors to dissipate energy while operating
in the avalanche mode.

* The term 'Ruggedness’ when applied to a power MOS transistor,
describes the ability of that device to dissipate energy while
operating in the avalanche condition.

Usually the excessive Vds happens in power electronics because power electronics deals with inductive
loads and if we are not operating it properly we might end up with an overvoltage between drain and
source every time we turn off the mosfet.

The typical error is that we are not clamping the load with a free-wheeling diode, this is the case of the
UIS.

However, there is a category of mosfet devices, the Ruggedness mosfets that are able to sustain a
breakdown operation provided that some specifications are fulfilled.

A rugged mosfet can be distinguished because in the datasheet, instead of a simple diode, we have a
Zener diode symbol between drain and source.

L Ideal inductor (R negligible)

(Vgs = 10t 15V, 3
Ip is variable depending
.on pulse width

@

PG
(pulse
generator)

Avalanche time
[y

dvidt

..... cefemn lap

Peak avalanche
current

BVoss

Test £
sample = Voo

Voson) |
i

Voseony = Io " Rosion)

Rg = Rgs = 50Q
oo Voltage V5 and current |
Test circuit 9€ Vos P
waveforms
In the image above we have an ideal inductive load without a clamping diode. Initially the mosfet is off
and there is no energy stored in the inductor. The drain current is 0 and the drain to source voltage is
Vdd, because there is no current in the inductor.
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At time t = 0, the pulse generator is producing a positive pulse, turning on the mosfet (we will neglect the
turn on transient because its time constant is faster than the one related to the load).

The mosfet turns on, it enters the ohmic region and so the voltage between drain and source drops to 0.
The current, instead, increases linearly because we are applying a voltage V_L = Vdd across the load and
so di_L/dt=Vdd/L.

Actually, the voltage drop Vds is not actually zero, because as the current increases there is some voltage
drop across the Rds(on) that produces a small drop.

At t = tl the mosfet turns off again very quickly. The voltage between drain and source increases a lot
until we reach the breakdown voltage BVdss. At this point V_L (always from left to right) is Vdd — BVdss.
But BVdss must be larger than Vdd, otherwise the transistor would break down. So the voltage across the
inductor changes its sign. Now, di/dt will be (Vdd — BVdss)/L, and it’s negative. Hence the current goes
down.

After a time t_avalanche, the current reaches 0, which means that there are no more carriers in the mosfet
that are able to sustain the breakdown, which is over. So the Vds collapses back from BVdss to Vdd.
The current decreases linearly during the avalanche time because the voltage across the inductor is kept
constant.

If we want to plot the turn off transient on the i_d vs Vds plot, the result is the one below. Initially we
have Vds = 0 and a peak current Iap. When the mosfet turns off, the current stays constant until the Vds
reaches BVdss. When the mosfet enters the breakdown the current is able to reduce. When the current
reaches 0, the voltage collapses back to Vdd.

Ip

lap

Voo BVoss Vos

Turn-off switching trajectory during UIS

If we look at the datasheet of the power mosfet, there are, in general, three specifications related to the
avalanche (the third one is the least important).

1. Maximum avalanche current rating: maximum current that can flow in the mosfet operating in
the avalanche regime. It doesn’t have to be calculated, because the maximum current in the
avalanche regime is the one reached by the load before turning off the mosfet. It must be smaller
than the rated avalanche current.

2. Avalanche energy rating, the maximum energy that can be dissipated inside the silicon chip when
we turn off the load. The energy is calculated starting from the equation for the drain current in
the avalanche regime. By putting the current equal to 0 we can then compute the avalanche time
t_av. This value can be used to compute the energy as an upper limit for the integral.

Also this energy must be smaller than the rated energy specified by the datasheet. The first term
of the dissipated energy, Y2 * L*I"2 is the energy stored in the inductor at the maximum level
current in the inductor.

The other factor is greater than 1, so the energy dissipated when turning off the load is bigger than

the energy stored in the load. The smaller the difference the difference BVdss — Vdd, the larger
the dissipated energy.
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The energy dissipated by the mosfet can be larger than the energy stored in the inductor because
when the mosfet is operated in the avalanche regime there is current flowing through it, and this
current is also flowing through the voltage generator Vdd, so the voltage generator is providing
an energy which is the product Vdd*1d. Only in a situation where the transient is very fast, which
happens when BVdss >> Vdd the mosfet is dissipating the energy stored in the inductor. In all
the other cases the dissipated energy is larger.

« There are three specifications on the data sheet relating to avalanche:

1. the maximum avalanche current rating, which gives the maximum allowable current
the which device can be subjected to in the avalanche mode;

2. the non repetitive avalanche energy rating, which gives the maximum avalanche
energy the device can handle in a single pulse with a starting junction temperature
of 25°C.

3. the repetitive avalanche energy rating, which gives the maximum allowable energy
per pulse which the device can be subjected to on a repetitive basis;

From:
- ta.
i(t)=1, _M't © Egee = [ig(t)- BVpss -l
it follows:
t — L i IAP ) E 1 L|2 . BVDSS

= (BVDSS B VDD) Y

diss — 5 AP —BVDSS i VDD

To summarize the most important points about UIS, this can be handled only with a ruggedness mosfet,
provided that we are respecting the specifications in the datasheet, e.g. the ones in the table below.

The physical reason for having a maximum current is the turn on of the parasitic bipolar transistor; the
maximum current that can flow during the avalanche regime must be smaller than the current needed to
turn on the parasitic bipolar transistor. If it turns on, BVdss collapses back.

lan Avalanche Current, Repetitive or Not-Repetitive 50 A
| ten wiss ke by T, mae, 3 < 137 Avalanche current/
Eas Single Pulse Avalanche Energy 400 mJ
(staring T, = 257, ko= i Voo = 25 V) avalanche energy
Ear Repetitive Avalanche Energy 100 mJ H H
*" | uise width timited by T, max. 8 < 1%) specification

+ Avalanche operation maximum current (I,5) |, o

Maximum current that can flow through the device
during avalanche operation (limited by the triggering
of parasitic BJT). This limit must be considered as an
absolute maximum rating.

+ Energy during avalanche for single pulse (E,s) ‘o

Maximum energy that can be dissipated by the device during a single pulse
avalanche operation (limited by T, ,, with starting T, = 25°C). The E,¢ value
decreases as the starting junction temperature increases.

Conversely, there is also a maximum energy that can be dissipated inside the silicon because this energy
is the energy needed to bring the temperature junction from the ambient temperature up to the maximum
junction temperature.

OVERVOLTAGE PROTECTION CIRCUITS

If we don’t have a ruggedness mosfet and we want to drive an inductive load we need protection circuits.
The standard protection is the free-wheeling diode; otherwise we can use a Zener diode between ground
and intermediate node, but it is not usually done, whereas the third alternative is the Zener clamp. Itis a
Zener diode connected between the drain and the gate with an additional standard diode in series with
it, and this is done on the same silicon chip. It comes directly with the mosfet in the chip.
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on->off —{ :T % q— N 7\;‘ rq-

External (power) Z-diode External or internal free- Internal z-diode from drain to
from drain to GND wheeling diode gate switches on the DMOS
Switch off delay could in case of overvoltage
be a disadvantage High power dissipation
at the DMOS

FREE-WHEELING DIODE PROTECTION

+Vpp L
0

OVERVOLTAGE
TRANSIENT

DUETOLg
(b) CLAMPED

INDUCTIVE
LOAD

LS = STRAY CIRCUIT
INDUCTANCE

» Even if the main inductive component of the load is "clamped®,
stray circuit inductance still exists, however, and overvoltage
transients will still be produced as a result

This type of protection might not be good. Protecting a mosfet with a free-wheeling diode means that we
have to connect a free-wheeling diode in parallel to the load, and this connection is made outside the
package of the mosfet. So there is a small inductance that comes from the parasitic inductance of the
bonding wires and pins of the package that is not protected, because it is internal to the package (Ls).

So even if we use a free-wheeling diode there is a small but non-negligible inductance, and the mosfet
may undergo a breakdown regime for a small amount of time due to the discharge of this unprotected
parasitic inductance (tens of nH). This is why sometimes a ruggedness mosfet is used even if a free-
wheeling diode is put in parallel to the load.

ZENER-CLAMP PROTECTION

It consists of a Zener diode and a standard diode connected between the gate and the drain of a mosfet
transistor.

Let’s assume that the gate voltage applied by the driver (represented with a Thevenin equivalent) is high,
and the mosfet is turned on, making some current flowing through the load. At t0 the mosfet is then
turned off, the gate voltage is brought back to 0.

Assume that the turn on transient of the mosfet is quick with respect to the inductive load time constant,
so for the sake of simplicity we can say that the mosfet turns off almost instantaneously. The current
cannot be changed instantaneously, so initially we have a situation where the mosfet is turned off but
there is still a current that flows in the inductor. Where does the current go?

In a simplified analysis, we can assume that the circuit is operated as a sequence of quasi-static situations,
even if everything happens simultaneously.
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Hence initially the mosfet is off and so the current can only go through the Zener diode, making a Zener
voltage Vz to develop across it, and across the gate resistance Rg. If we have a current flow in Rg, a
voltage Vgs develops, which makes the transistor to turn on again.

The mosfet turns on again so that most of the current flows through the mosfet and the mosfet is operated
in saturation regime.

Re

Vbs
Vg

+ At turn-off, V4 increases until it reaches the clamp level. The zener
current |, flows through Ry turning on the power MOSFET.

+ The condition: Vp, <V, < BVpgg must be satisfied.

» The energy is mostly dissipated by the power MOSFET working in
saturation at Vpg =(V;+Vgs) < BVpgs.

If there is current flowing through the Zener diode, the voltage that develops between gate and source,
Vgs, is the product between the Zener current and Rg. The drain voltage Vd is Vgs + Vz. Vz is such to
make the mosfet to work in the saturation regime.

The current Id must satisfy the following equation.

The new operation point satisfies the three equations above, for the mosfet.
The Zener voltage must be larger than Vdd, otherwise the Zener would always be on, but at the same
time smaller than BVdss.

So the Zener-clamp protection avoids the mosfet to enter in the breakdown region, but the mosfet turns
on and there is a current flowing through the mosfet, and this current discharges the inductance. Of
course, to discharge the inductance, the Zener voltage must be larger than Vdd because we need to reverse
the voltage across the inductance.

In conclusion, the energy stored by the inductor and the additional energy that comes from the voltage
generator is mostly dissipated by the power mosfet working in saturation.

The standard diode is needed in series with the Zener diode because when the mosfet is turned on in the
ohmic region normally, Vds drops to zero and we don’t want a current in the forward bias diode.
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When the mosfet is on we have a linear increase of the current until the value Iap, then the mosfet is
turned off. Vds goes almost to 35V, and Vz is 33V so we actually expect Vds above it.

If we look at the Vgs, once the mosfet is turned off, in reality is not really turned off, firstly it is operated
in the ohmic region and then immediately enters the saturation region. When I turn off the input
generator, Vgs drops down to 2.5V (from 5V) and reduces smoothly. This small reduction is due to the
fact that the current is reducing because the voltage we are applying to the inductor is negative, so current
decreases, the mosfet is in saturation regime and the Vgs must decrease correspondingly.

At point x the current reaches 0 and so no more current flows in the mosfet or in the Zener diode. If so,
the node y collapses down to Vdd, because no more carriers can sustain the breakdown in the Zener
diode.

The ringing is present because there are parasitic capacitances connected between node y and ground
(Cds) and immediately before the collapse, the voltage across it is Vgs + Vz, so almost Vz. However,
when the Zener stops and the voltage collapses, we have a capacitor charged at Vz. When the current
reaches zero, the Zener is turning off, the mosfet is turning off but the voltage at node y is still Vz. The
final voltage that the drain asks to reach is Vdd. So we have energy in excess in Cds and therefore this
excess energy starts bouncing back and forth between the parasitic capacitance and the inductance until
we reach the steady state. We reach the steady state because we have parasitic resistances in series which
damp the oscillations.

What about the current in the Zener when on? It is almost 2.5mA according to KCL and KVL, and this
value is negligible with respect to the current of several amps flowing in the mosfet.

Moreover, the turn off trajectory initially sees a Vds = 0 and a current Iap. When the gate driver goes to
0 the Vds increases up to Vz + Vgs, but still less than BVdss. At this point we are applying a reverse bias
to the inductor, making the current to decrease. The current is decreasing and at the same time the voltage
Vds slightly decreases. This decrease is because Vds = Vz + Vgs, and Vz is constant but Vgs reduces as
we reduce the current.

When there is no more current the voltage collapses down to Vdd. It is a turn off trajectory different from
the one of the unclamped inductive switching.
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OVERCURRENT PROTECTION CIRCUITS

Curre nt Sense High Current Path 9
Voo i’_L-L-----------l--—/T%\|

B EWE e
Trace  |o L 1 [ [ Trace
IL j ‘—\;
ZS ;9‘“" Sense Resistor
ense
Traces e
+ To avoid measurement errors caused by the

_| voltage drops across conventional resistors’ leads
and PCB traces, Kelvin-connections are exploited.
+ The 4-wire connection improves the measurement

accuracy by directly sensing the voltage drop

Rs Ve across the resistor.

w

% Rgense
Current measurement {Shunt)

with shunt-resistor

Vo = (V3 - ViggHR2R1)
o

w2

R2=R4 and R1 =R3

Circuits that switches off the mosfet when the current overcomes a certain level.
The simpler circuit uses a shunt resistance connected between source and ground; it is a very small
resistance, few mOhm.

We have to measure the voltage drop across the resistance Rs and this voltage drop is proportional ot the
current that flows in the mosfet. The proportionality factor is the sense resistance.

The Rs is typically a metal resistance and SMD. In order to avoid current measurements due to the
voltage drop across the resistor leads and copper traces, we typically we need to use a 4 wire Kelvin
configuration, that is the one in the bottom of the image.

Issue of Rs

Basically it is power dissipation, because the current that flows in the mosfet also flows in the shunt
resistor, producing a power dissipation that is Rs*Id"2, assuming the mosfet is operated in DC.

I could reduce the power by reducing Rs, but if so we also reduce the voltage drop across it and this is a
problem because it has to be read by a differential amplifier, which has its own offset voltage and noise,
and when the voltage across Rs becomes comparable with the offset we cannot measure anything.

As R, increases, power dissipation
increases.

+ As R, decreases, circuit offset
voltages become a larger fraction of
the measured sense voltage and
therefore accuracy is reduced.

+ Abalance between required accuracy
and power dissipated for a given
current must be chosen.

10

1M

0.0001
0.01 0.1 1 10 100

+ Ex.: 20A current must be sensed with maximum 1 W of dissipated power and with a
best 2% accuracy.

2
P=F-Rs < =25mQ

Rs = ::2> - 4;0 @ Veense =1-Rg =50mV

Therefore, for a best accuracy of 2% the input offset voltage can not be more than
2% of 50 mV, that is, 1 mV.
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So the sensitivity of our measurement will depend on how much the voltage drop on the resistor will be
with respect to the offset of the opamp used in the current sensing circuit.

We can say that we have a trade-off between power dissipation and sensitivity.

The plot in the image is the power dissipation as a function of the current assuming different values of
the shunt resistances.

For instance, let’s assume that the mosfet is handling 20A and this current must be sensed with a
maximum of 1W dissipation and a 2% accuracy. The calculations are the one in the previous image.
With a Rs of 2.5 mOhm, the Vsense on Rs is 50mV, which means that the input offset voltage of the
current sense amplifier must be ImV, and it is a very low value.

So with a shunt resistor we have this trade-off that cannot be overcame. Another possibility is to use a
current sensing mosfet.

CURRENT SENSING MOSFET - SenseFET

+ ltis possible to isolate the SOURCE connections of several cells from those of
the majority and bring them out onto a separate SENSE pin.

+ The PowerMOS can now be thought of as two transistors in parallel with a
common GATE and DRAIN but separate SOURCE pins. The ratio of cells from
the main to sense FET determines the ratio of Ryg,, of the two devices.

DRAIN

« When the devices are turned on, the load ¥ Iy

current will be shared as a ratio of their on-

. mainFET senseFET
state resistances. (-
. . GATE ‘t® J

+ The ratio of current through the mainFET to N N

the current through the senseFET is known as — ’

the sense ratio (r).
+ The sense ratio is typically 500 — 1000:1 KELIN

|MAIN ISENSE

001k 182

_‘|U

Iy
r+1)

hian =T lsenses Iwam +lsense =l | :> lsense = (

The idea is that we take we have a vertical DMOS with the drain connector on the back side of the
Silicon, while on the top side we have metal that covers everything. The black dots are the cells of a
vertical DMOS. G is the gate, the other metal that covers is the source.

£3 \xe NSE

Let’s imagine now to take an angle of the DMOS and cut the metal in that portion, along the blue line.
If we do so, we can isolate two different source connections, one including the cells in the red square, the
other including the cells in the blue square. The sense source includes just a limited amount of cells, while
the main source includes almost all the cells. Typically in the sense region we have 1/1000 of the cells in
the main source.

However, the drain of the two mosfet is still the same, and also the gate.
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Let’s assume that we ground the two sources and we inject a current in the drain. How is it divided in
the two paths?

[ Lifhs =I5 2 Je :25f<r1 (

= Lo
(2+1) 2

Im is the current through the main mosfet. Main resistance and source resistances are present because
when on each mosfet is operated in the ohmic region. The ohmic resistance Rds(on) = Rcell/n, so the
Rm of the main transistor is smaller than the one of the sense transistor > Rm << Rs.

r is also called current sense ratio. In general it spans from 200 to few thousands.

The conclusion is that when the mosfet is operated in the ohmic region, the current that flows in the sense
mosfet is the total current Id divided by r.

Details

The one in the left image is a real current sensing mosfet. It is indeed a five terminals device. The fifth
contact is the Kelvin contact, which provides a path for the return of the sense current which doesn’t
include the parasitic resistance coming from the metal track and other sources. It is fundamental to get
an accurate measurement of the current.

oReN
o

MainFET H—
\ ,Sense]

BATE O—t /
i . ?'LFET ?‘j_f—n:m
L 1
GATE )——-Q

n Ig

]
L

O U

l J] SOURCE
SOURCE QSENSE
KELVIN

schematic representation  symbol

IRC530
Current-sensing Ro: 0.06 Q
MOSFET die Ry: 0.08Q
Rg: 133
+ The Kelvin connection provides a s Q
ath for returning the sensin
p 9 g Rrs: 0.020

current to the source without
including the source wire bond,
the source pin, and much of the
source metallization.

SOURCE KELVIN SENSE

Rtm, Rtk and Rts are parasitic resistances in series with the main, kelvin and sense source contacts. These
parasitic resistances are in the same order of magnitude of Rm, and Rd, and they produce an error in the
sensing of the current.

Let’s put the source and sense contacts to ground and let’s have some current Id flowing. We can compute
the current divider in the red box.
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SOURCE SENSE

i _Rs+Rye ny  Rg
s Ry+Ray, ""n. Ru
s R ! cell ratio
Ry+Rm Ry 1+Ru/Ry, N & -n
=0.8n (for theIRC530) Ry
sense ratio # cell ratio sense ratio = cell ratio

We can get rid of Rts because small with respect to Rs, but not Rtm at the denominator.

We notice that Rs/Rm is the cell ratio, between the number of cells in the main region and the sense
region.

The cell ratio is known a priori, and it is not equal to the current ratio in this case, because of the parasitic
resistances.

If instead we connect the sense and kelvin terminals, Rts and Rtk are negligible with respect to Rs, and
now the sense ratio is actually the cell ration - the sense current that we measure is related to the drain
current via the cell ratio.

How to measure the sense current

Voo

With n = n,/ng= 1000, I = 20 A,

load

Reense=2.5Q

4

gate drive

IsEnse

Vsense = 90 mV

Psense = 1 mW

lezd
power ground

* The inclusion of Rggyse INCreases the resistance of the
sense leg

We insert a resistance between the sense and the kelvin pin, the Rsense. It is an external resistance and
we have a voltage drop across it, Vsense.

The main source terminal is connected to ground, the sense source terminal is injecting current in the
Rsense and the sense current is returned through the Kelvin pin. The voltage Vsense is then measured
with an inverting amplifier.

Isense = Id/n.
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In this situation I can increase the sense resistance because we can afford higher power dissipation, e.g.
10mW. The current is the same, so the resistance is multiplied by a factor 10 = 25 mOhm. If so, also
Vsense becomes 500mV, so better than the offset of the amplifier.

Hence the current sensing mosfet allows us to break the trade off between accuracy and power dissipation.

However, there is a drawback with this sense external resistor. The inclusion of sense resistance in the
sense path increases the resistance of the sense path. We need to check if it is a problem. Let’s include
the external Rsense and check if the ratio between sense current and drain current is still equal to the cell
ratio.

Shunt resistance current sensing

Re =n-RM,wheren=%>>1 '
Ng |

If Reense << Rs (ideal case) then: :
I

R
xr:'ﬂst‘RTs’RTKz&___n . Rs
Is Ry Ry I _
1 by R
s =lp - > | Veense = - ‘Reense ™ Rrs
. . SOURCE SENSE
If Rgense i comparable with Rg then:
VSENSE
r =|L’= Rs +Rys +Reenee +Rix o Rs +Reense =n.| 14 Ssense
ls Ru Ru Rs
that is,
L & b Slv o Reense
s ™ SENsE =
n-l1+ Rsense n 1+ Rsense ]
Rs Rs

We have to recalculate the sense ratio. If Rsense is negligible with respect to Rs, we can drop the term in
the numerator of x. If so, we have the formula in the green rectangle: the voltage we are measuring is
strictly proportional to Id.

If instead Rs and Rsense are comparable, the Vsense is not strictly proportional to Id, because we have
the term 1 + Rsense/Rs. Conceptually there is still a proportionality, but practically no, because Rs
strongly depends on temperature, so it is an unpredictable factor.

So when we want to use a Rsense comparable with Rs, the solution is to use a virtual earth. Instead of
putting the external Rsense in series with the sense leg path, we put the sense resistor in the feedback path
of an inverting amplifier.

V _ _ ID 'RSENSE
oo Vsense = “lsense *Rsense = _7n
load I, = _N-Veense
RSENSE
e
— RSENSE

gate drive — —
KELVIN/SOURCE
V+
ISENSE

-
Y R

V= sENsE™ © ISENSE- SENSE

lead
power ground
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Because of epsilon = 0 between the terminals of the opamp, the sense and Kelvin terminals are at the
same potential. This means that we are like shorting the Kelvin and sense terminals, even if we are
actually not shorting them.

In this way the drain current is related in a predictable way to Rsense.

High-side current sensing

If the mosfet of which we want to measure the current is not a low side mosfet but it is a high side mosfet,
in principle we could place a shunt resistance between the drain and the bias supply, but this is not
practical.

It is easier to use a SenseFET; however, the mosfet in this case is not in the low side position, but in the
high side one - not easy to extract the sense current.

The green and yellow are the mosfet, split in main and sense mosfet. We are using a feedback circuit that
keeps the main source and the sense source at the same potential (x).

+ Sense FET + sense amplifier

Power Vesi Sense
switch FET

y IIN 'RPOWER = IOUT 'RSENSE
Vout ﬂ
VGUJ
' ouT RPOWER -M
IIN RSENSE

+ Lossless
+ Good accuracy
- Complexity

Having the same potential is important to have a sense current that is related in a predictable way to the
sense current.

The sense current flows in the feedback nMOS transistor and goes in an external output resistance Rout.
In the image, Rpower is Rmain, Rsense is Rs. Equation y holds because Vd = 0.

The issue with this implementation is that the current sensing circuit is pretty slow, so it is a good solution
if the switching frequency is not that high. This can be understood computing the loop gain of the circuit
and assuming the amplifier is a single pole amplifier.

There are several commercial 3 bt

product for high current sensing Mo T | “"TM * SENSE and POWER terminals are

. .. . e [omve | i o g g i held at the same potential by M, and
integrated inside a single silicon | omcumee |1 amef3F womer —louckaF wie OPgye.

1 soues I ! sourc

Chlp, lptegratlng also the.hlgh 5 1 T + The external resistor Rgyg
side driver. The topology is the ! N transforms the current Igy into an
Y

one seen so far. analog voltage that is proportional to
the load current.

Drain

. o it + Common mode voltage is swinging
The poweit mosfe{ .ZS mtef/nal and l over the whole range from ground to
integrated in the silicon chip? - — pr battery.
T ANA—
Yes, because of course the sense =» Tﬁ _ « Demanding combination of very high
and main mosfet are a part of ) S common-mode rejection and high-
the same mosfet ’ voltage handling capability, plus high

_ = gain, high accuracy, and low offset.
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NB: the opamp has its input terminals connected to the source of the high side mosfet, which is going up
and down between ground and Vdd. So the operational amplifier has to have a very large CMRR and it
has to be able to sustain a large input common mode voltage, which reaches even the PS.

The advantage of this circuit is that the sense current is pushed on the Rsns resistor that the designer has
to select properly and that is referred to ground. So we can easily measure the Vsense across this resistor
referred to ground.

The difference with the configuration of two images before is that instead of a nMOS we have a pMOS.
What is the difference in using a pMOS instead of a nMOS in the loop?

Recap — Zener clamp protection explanation

During the turn off transient the mosfet doesn’t turn off actually, but it moves from an ohmic region to a
saturation region.

Let’s better analyze the situation before the immediate ‘turn off’ of the mosfet. The current that flows in
the inductor is almost constant, so we can assume the inductor is behaving like a constant current
generator.

In the image below the mosfet is on and the current is 10A. The Vgs voltage is set by the voltage generator
and it is 10V. Looking at the datasheet, a 10A current with a 10V Vgs leads to a small Vds (red dot). This
is the starting point, the Zener is not active yet.

oHnic For (Vo-Vo )2V
|

| V—éi | tt
A 1
Tl 4 7 i
l . o}
1 g’ —=F
| g i % m—
) 3 111
< i
on 20 g ! il
s ey 4 a/ o R
] s AT =T
s =gk
% 3 [ ’.nnp, PULSE WIDTH
l |ll ’l ol
S w! w? 10!
Re i Vps, Drain-to-Source Voltage (volts)
— AW~ T 2R, Fig. 1 - Typical Output Characteristics, T¢ = 25
Ve ( 3 1oV ST
/-‘ /J: »orr

Immediately after the voltage applied to the gate is reduced down to 0, there is no more gate voltage Vgs,
but the Cgs is still charged, so we still have 10V, producing a current of 10mA in the Rg. This 10mA
current is discharging the Cgs, so the Vgs is reducing. We are moving horizontally in the Id vs Vds
characteristic because the current is forced by the 10A current generator. So the Vds is increasing because
if we reduce the Vgs, the Rds(on) is increasing. The Vds ramps up to 3V.

At this point, Vds = 3V, so since Vs = 0, Vd = 3V. The Vgs corresponding to this is 7V, so we are at the
boundary between ohmic and saturation region.

At this point, the mosfet is entering the saturation region (Zener is still not active) and it acts as a voltage
controlled current generator whose current is equal to the load current. The gate voltage is at 7V.

But the current of 7mA in the Rg is still trying to discharge Cgs. It is sufficient to move the Cgs by a small
amount to change substantially this current.

If we try to reduce the mosfet current below the load current there is an unbalance at the drain node and
the current from the load that is not entering the drain is charging Cgd producing an increase of Vds.
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When the voltage Vds reaches Vz + Vgs =40V (Vgs = 7TmA*1k = 7V), the Zener starts to conduct current.
Vds = 40V now and the drain node is clamped by the Zener diode, which is entering the breakdown
region.

As for the Vgs, it is still around 7V.

18
H Vas
Bassini_2

At this point, the current into the load is reducing. This because if we look at the voltage drop across the
inductor, V_L = 20V — (Vgs + Vz) = -20V, so di_L/dt = V_L/L < 0 and the current starts decrease
linearly.

So it is fundamental, for the current to reduce, that Vgs + Vz is larger than the bias voltage.

Hence the current decreases, so also the Vgs decreases (Id = k(Vgs — Vt)*2). Furthermore, the current
that flows into the Zener is determined by the amount of current flowing in the Rg resistance, which is
TmA.

When the load current is reduced and the Vgs goes below the threshold voltage, there is no more current
generator in the mosfet, but still few mA flow in the Zener diode. The Zener diode can be modelled with
an equivalent circuit made of a voltage generator, a switch and a capacitor. The switch is closed if there
is current flowing through the Zener. If there is no more current in it, the switch is open.

When we are approaching the zero, the switch is opening and we are left with the Cds charged at Vz.

Vz = from the steady state value of the drain, which is 20V. Hence we have a ringing until we reach 20V
starting from 40V.
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AoV

In order to damp efficiently these oscillations it is much better not to 20V
have a series parasitic resistance to the inductor, but a parallel one.

If we want to artificially damp the oscillations, the common way is to
add a snubber network, which includes a resistor and a capacitor in
series connected to the drain.

To design the R of the snubber we need to know the parasitic
inductances and capacitances involved in the oscillations, and this can
be done with an experimental measurement.

Example

ILoad

Voes —Vaei=AVge =IsRg X

« Simple solution uses a shunt resistor implemented in the metal layer for the
detection of overcurrent.

« Assuming the same collector currents for Q1 and Q2, the current limit threshold
is well defined by the emitter area ratio of Q1 to Q2.

+ Below threshold I, < Ig, then Voo ~ Vi

+ Above threshold I, > Ig, then Voc = Vegearn ~ 0

In some cases we want both the sense circuit and the current protection one to be integrated in the same
chip, like in the image above.

We have two npn transistors and two current generators, M1 is the main mosfet, M2 is the sense mosfet
and Rs is the internal sense resistor (implemented on the same silicon chip).

Q1 and Q2 are like a current mirror with an emitter degeneration due to Rs. Q1 has two arrows, meaning
that the area of Q1 is bigger than Q2.
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The two npn have the transistor current forced by the two Ib generators, and the Ib are identical. But is
the Ib disturbing the Is in the Rs? No, because the Ib current in Rs is much smaller than Is, so Vs = Rs*Is.

Stated all this, let’s analyze the operations of the circuit.

Let’s assume the current flowing in the mosfet M2 is very small = Vs is almost 0, SO ~~===p-=~; ™
we don’t have to trigger the protection circuit. In this situation, Vbel and Vbe2 are not @ A5, 'Eq
the same even if Ib is the same, because the area of Q1 is larger than the area of Q2. 4

The larger the area, the smaller the Vbe at a given collector current.

So initially I expect that the Vbel < Vbe2. As a matter of fact, Vbel and Vbe2 are not independent, there
is the relationship x linking them.

If Vs = 0, from x we can however assume that Vbel = Vbe2. This means that the current in the collector
of Q2 is smaller than Ib, because Ib is collector current of Q1 and the area of the emitter of Q1 is bigger
than the area of the emitter of Q2. This is the initial condition when the mosfet current is very low.

As for the output of the over-current protection circuit, at this point the output is Vcc, high, because we
are sinking a current from the transistor Q2 that is smaller than the current Ib we are pushing.

Now, if I increase the current flowing in the mosfet (I_L), Vs increases but Vbel is not changing because
it is a transdiode and it is set just by Ib. Since Vbel is not changing and Vs is increasing, Vbe2 = Vbel +
Vs is increasing.

If Vbe2 is increasing, Ic2 is increasing. The critical point is when Ic2 = Ib. If we further increase Vs, Ic2
> Ib and the transistor 1 enters the saturation regime and the output voltage drops to 0.

Now we want to tune the parameters such that this situation happens when we want to limit the current.

Threshold sizing
Vaeo=Vaei +1sRs

by replacing v, and v, with

|
Vez, =Vain BJS

note : V; kT
q

.
I
Vgeo=VrIn AZC-ZJS

we get

Iy =1 g lez A
° RS lE'AZ

Q2 transition threshold for I-,=Ig, giving:

V, (A,
ls ‘threshold _R_SIH(A_zJ

+ Note: V; =kT/q depends on the absolute temperature. This temperature
coefficient is first order compensated if the resistor Rg is made from
aluminium interconnect metal.

With Vt we are indicating the thermal voltage, not the threshold voltage.

The reason to use to BJT is to eliminate the saturation current density term Js, and this is an advantage
because Js strongly depends on temperature and we don’t want the clipping point of our protection circuit
to be dependent on temperature.

Then, the transition from the off region of Q2 to the saturation one when Ic2 = Ib.

In the end the threshold sense current is given by the blue box. We have a ratio between areas, which is
a geometrical parameter. Since there is Vt, we still are getting a dependance on temperature linearly.
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However, there is a trick we can use to avoid the dependance of the threshold current on the temperature,
and it is to implement the Rs using a track of Aluminum. So it is a metal resistor, and Aluminum is
chosen because the temperature coefficient of Al is 3.8*¥10"-3 per degree. So we can do the following
reasoning.

Rso is the resistance at room temperature, alpha is the temperature coefficient, and Rs is the resistance
of Al.

= L(T-Te
Is' -'v'|n(A'] K-S il RSD (ik? ( 7))
threshold "R | A, s ) I
BN el

sl 4. L.
" R Toxd X1

0T, 4 elerdrn) T s
(g B L R; (T’) A 1
Cso + %‘@—I'R;& =0
r? ()
So the Is |t will be proportional to T/Rs. We can compute the partial derivative.

We notice that the final result is almost equal to 0 at room temperature, at higher temperature it is more
difficult.

OVERTEMPERATURE PROTECTION

VRer

50 100 150 Tppax 200 250
Temperature (°C)

» For T < Tyax, le < (l;+1,): then Ve ~ 0 and M1 is ON.
» For T >Tyax. lc> (I;+1y): then Vo ~ Ve and M1 is OFF
+ Thermal protection of power devices requires a temperature sensor.

+ The characteristic of the base emitter voltage is compared with a constant
reference voltage, which is generated e.g. from a bandgap reference.

« The required temperature threshold (T,,,x) depends on the position of the
temperature sensor in relation to the hot spot of the power device.

A possible way to implement an overtemperature protection is by using hysteresis.

If we want to implement an overtemperature protection we need to implement a temperature sensors
first. Q1 is a temperature sensor, using a transistor. Of course a single transistor is not sufficient to
implement a temperature sensor, we need to bias the base of the transistor with a fixed voltage which is
independent on the temperature and on the bias supply we are applying to the IC. This is done by using
a band-gap voltage reference.

Any IC we can imagine has a band-gap voltage reference inside if we need to generate a stable voltage.

So Q1 is biased with a fixed Vbe. The plot in the upper right depicts the Vbe dependance of a generic npn
transistor as a function of the temperature. What changes between a curve and the other is the collector
current Ic.
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We are biasing Q1 with a fixed 0.6V. If we increase the temperature and we keep Vbe stable, the Ic
increases, so we can use Q1 as a temperature sensor simply by looking at the Ic generated by it, the larger
the temperature, the larger the Ic.

If the T of the IC is smaller than a certain Tmax (fixed by the designer), the Ic of Q1 is smaller than the
sum of I1 and 12, viceversa it T > Tmax, Ic > 11 + 12.

Let’s assume that Ic < I1 + I2. In this case we are pushing I1 and 12 in the collector of Q1, but the collector
current is smaller, so it cannot sink all the current - collector voltage is high, to +Vcc. Then we have an
inverter (M2 and M3), which means that low level at the input corresponds to high level at the output
and viceversa, so in this case the output of the overtemperature protection is 0V. But 0V makes M1 to
turn on, because it is a pMOS M1 with the source at Vcc, and this is also the reason why we can say that
the total current entering in the collector of Q1 is I1 + I2. So the initial assumption is correct.

If we increase the temperature, the collector current increases up to when Ic = I1 + I2. If we overcome,
even by a small amount, this equality, the transistor Q1 enters the saturation regime and the collector
goes to OV. As a consequence the output of the protection circuit swings to the high digital level and the
pMOS is off. This is the origin of the hysteresis.

HYSTERESIS

Ve / Iy For T > Tyaxs Vime ~ Vec
> M1 OFF, I,, OFF

/

Vrer

/

e BT

Power MOS turns off and it cools
down until T = Ty

v
—

Viue

If overload still present, the

AThvs hysteresis cycle is repeated !!

Twin - Tmax

DRAIN GURRENT (1 Aviiy)

Let’s assume that the power mosfet is operated initially in normal conditions, meaning T < Tmax. The
two curves in the upper left plot are the collector currents.

Initially the temperature sensor transistor is in point x. If we apply an overload, trying to make a current
flow in the power mosfet that is larger than the maximum current, pMOS starts to become hotter, and so
also the temperature sensor, so the operation point is moving horizontally towards the right.

As soon as we reach point y, the protection is triggered, and the protection signal is high. If so, the power
mosfet gets immediately turned off, so it starts to cool down.

Hence we are moving in the backward direction, but the output of the protection is still high because of
the hysteresis. In fact, once the temperature protection is triggered, M1 becomes cutoff, so there is no
more 12 in the collector, we are left just with I1, so we are moving the trigger point at a lower
temperature.
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The output of the protection gets low when we reach the retriggering point z. The difference between
Tmax and Tmin is the so-called hysteresis window, and it is defined by the user.

At point z the current Ic becomes smaller than 11, making the collector of Q1 to go up again, so the
protection output voltage goes back to OV.

When we are at Tmin, we have two possibilities:

1. The reasons that caused the overload have been removed and the mosfet is cooling down getting
back to the original working point x.

2. The reason for the overload are still there, so as soon as we turn on the power mosfet again, we
it’s becoming hotter again, and so we are cycling along the hysteresis. This is the situation
represented in the bottom right plot. The turn on and off occurs at a fixed frequency, so we can
filter out the disturbances with a notch filter at the frequency of the oscillations.

WITHOUT HYSTERESIS

I, (1 A/div)

Horizontal axi .(-Z?n;'{d.l-v)

#H_H_/

Short-circuit Current Overtemperature
detection limiting detection

If we don’t use the hysteresis, we have an unpredictable switch on and off of the mosfet operated in the
overload condition, it is erratic and we cannot predict when it turns on and off. This is a problem because
this turn on and off produces a lot of electromagnetic interference in the ambient and it might disturb the
electronics around.

Example — high side switch

Overvoltage
Temperature Protection Current  Charge Overvoltage
Sensor Power Stage Control Pump Logic

Power Output Overvoltage ESD
Stage Protection Protection
Logic
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The green is the power mosfet with the cellular structure, and the temperature sensor is placed inside the
mosfet in the position where the maximum temperature is.
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POWER ARCHITECTURE

» All electronic equipment operates from a power source.

« These sources are, in order of prevalence, the AC powerline, portable
batteries, or a fixed-location battery bank.

« Many electronic subsystems to be supplied by the single power source.

« Each of them has specific requirements in term of volts, amps,
regulation, efficiency, etc.

« There are many ways to supply each subsystem matching the specific
requirements: each way defines a power architecture.

DC/DC converters are very important because of the concept of power architecture. Any electronic
equipment operate from a power source, and in order of prevalence, the power sources are AC powerline,
portable battery and fixed location battery banks.

However, inside any electronic equipment there are a lot of substystems operated with a specific current
and voltage. How can we separately bias each of the single subsystems starting from a single source of
energy? Each configuration that we come up with is a power architecture.

How to select the power architecture
» The key parameters to be considered are:
Overall efficiency
Cost
Power density
Safety
+ Availability (Up-time)
Flexibility and ease of design .....

= When all the variations are taken into account, the number of possible
architectures can be overwhelming and confusing.

= The best way to begin exploring these architectures is to first define the
most basic and widely used ones.
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CENTRALIZED POWER ARCHITECTURE

Load #1

Centralized Power Conversion Area —

Distribution via Cables and Bus Bars

Remote Sensing often Needed — equipment.

Load #m

Vi —

Power Conversion Area

Drawbacks:

= Remote sensing is required to guarantee tight regulation

= High distribution losses
= Qutput voltages always turned on
= Complex routing

» Acentralized power architecture
has all of the power processing
functions packaged at a single

Load #2 physical location within the

» The load electronics are packaged
separately and connected to the
X power processing function by DC

- E A V2 distribution hardware.
Input Vn

In a centralized power architecture, all the power processing functions are packaged in a single physical
location within the system x. The loads are connected to the power supply units through wiring.

Drawbacks

- If we want to tightly regulate the voltage across each load we need a remote sensing, we need to
measure the voltage at each single load and use it as a feedback value. Remote sensing is necessary
because wirings have their own parasitic resistances, so if we have a large current absorbed by the
load, a huge voltage drop can develop and the voltage across the load might be different with

respect to the ideal one.

- High distribution losses, for the same reason as before. If the load absorbs a large current, a small
parasitic resistance ends up in a huge power dissipation due to Joule effect.
- Output voltages are always turned on. To remove or change a load we need to shut down the

entire system.

- Complex routing, because we need to distribute the single voltage, consider the remote sensing

and so on.

These are the main reasons why this approach has been abandoned.

ISSUES

Wide range of power supply voltages

We have different voltage levels depending on the application, and
generating them with a centralized power architecture is almost
impossible.

Application
Set-Top Box

Voltage Rails
7

Personal Computer

10

Plasma TV

15

Low-End Server

20

Low-End Ethernet Switch

40

Mid-Range Server

60

Mid-Range Ethernet Switch

150

Carrier-Class Ethernet Switch

200+

Class 1 Telecom Switch

200+
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IC technology trends

« All electronic systems now contain integrated high performance
processors, ASICs and FPGAs.

« The supply voltage level of integrated circuit keeps reducing whereas
the current increasing.

« Tighter voltage regulation is required to meet IC voltage requirement.

+ High load step transient produce voltage transients that the supplies
usually must correct. Fast loop response is required.

« Transient regulation requirements now often necessitate much more
closely controlled dynamic behavior than that of the suppljes system
designers considered more than adequate just a few years ago.

* IR drops in the distribution networks (that is, in the power and ground
planes) must be reduced.

Some numbers

« High levels of current demand at multiple low supply voltages, tight
voltage regulation, large and fast dynamic currents are commonly met
in electronic systems .

Processor Nominal | Output Tolerance Max Load Load Slew
Voltage (AVouracy) Slep Rate

Communications 10V 50 mV (£5%) 120A 12 Alps
ASIC

Automotive CPU 090V 22 mV (£2.5%) 90A 60 A 100 Alps
FPGA 0.88V 17 mV (£2%) 200 A 100A 200 Alps
Server processor 18V 22 mv** 228 A 200A 780 Alus
(current gen)

Server processor 18V 122 mv** 400 A 300A 670 Alus
(next gen)

Modern processor spec examples

Power supply systems for computing applications
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» The number of power rails has been scaling up with the core count

*» Overall power levels have been going up in the high-power segments
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Power demand in future computing

» Processor-Level
. = High current (>1,000 A/core)
Nvidia 8 x GPU Al Server
230V, - 400V, - 48V, - 1V, >10 kw  * High conversion ratio (48 V-1 V)
Fast control bandwidth (>1 A/ns)
High density (>100 A/cm?)
High efficiency (>95%)
» Server-Level
Modular loads (up to 16 GPUs together)
Core-to-core communications

Nvidia Tesla A100 y
48V -1V, 1kA, 1kW SEKE

« Extreme prerformance 48V-1V PoL

Power waste with single power supply

The need of multiple supply voltages is not only present in a simple board, but also inside a single chip
component. An example is @ miCroprocessor.

If we apply the same bias supply to each core inside the microprocessor, it is not a good idea because
each core is operated at different voltages. So a part of the applied voltage is bringing a waste of power.

Hence the reason for multiple power supply is that each subsystem must be operated at the minimum
voltage level that allows the subsystem to perform its task, in order to have a system operated with
high efficiency - this is solved integrating DC/DC converters inside the chip.

Supply fixed by required Perf.

 Clear need for multiple independent supplies
* Per-block power management, dynamic supplies, ...

The problem with this is that we are not speaking of a static situation, the cores might require different
supply voltage depending on the task = voltage supply must be dynamic, and changes must be done in
ns.

POWER DISTRIBUTION PROBLEM
The bottom line is the presence of very complex power management needs in computing and networking
systems. We don’t have just to provide power, but also to manage it.
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» Very complex power management architectures in
computing & networking systems

— Many low voltage, high current and tightly regulated voltage
sources

— Accurate management for sequencing, tracking and fault
management

— Low cost mandatory in high volume applications

— High power density needed for volume reduction — thermal
management issues

- Distributed Power Architectures

If we think at all this problem, one solution might be the distributed power architecture.
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DISTRIBUTED POWER ARCHITECTURE

Distributed power basically separates the power
supply into two or more entities and places them
where they need to be.

bus voltage
_
/\J AC input AC/DC (48Vtyp.)
——

Advantages:

+ Regulation of bus voltage not critical
» High flexibility

+ Tight-control for each load

+ Lower distribution losses

+ Selective shutdown

but.....higher cost!

Distributed power architecture separates the power supply typically in two entities. There is a first block
where the AC input is converted into DC. This AC/DC converter is producing a loosely regulated voltage
called bus voltage. Nowadays typical bus voltages are 12V or 48V.

The bus voltage is distributed using a voltage bus, which is the same concept of a data bus. Then, close
to each subsystem the bus voltage is converted down to the needed voltage with a DC/DC converter. In
particular, in this case it is a closed-loop DC/DC converter, so it is a DC/DC regulator (also called

VRM).

Advantages

Regulation of the bus voltage is not critical. It is a great advantage because we can add or remove
a load simply plugging it or removing it, because each load has its own PS.

High flexibility, because we have DC/DC converters.

Tight control for each load.

Lower distribution losses. If we assume that one load is e.g. 100W and PS is 1V, we would need
100A to be supplied to the load. Without a DC/DC converter we would end up with 100A
flowing in the wire without the DC/DC converter, and it’s a too big value.

Selective shutdown. We might have a failure in a subsystem, and we can remove it without
turning off all the system.

Features

Centralized AC/DC converter to interface with the AC powerline.

The AC/DC converter provides the functions of safety isolation, DC conversion, noise
suppression and power factor correction.

An isolated intermediate SELV (safety extra-load voltage) DC voltage (24 to 60 V) is distributed
within the product.

Individual load converters (DC/DC) are used for each load.

The DC/DC converters are physically located at, or very close to, the load.

The DC/DC converters are standardized modules or components.
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Example of a distributed power architecture

A representative example

« Aserver cabinet, or rack, contains a
large number of blades or slices, Ao A

each of which is comprised of a

motherboard with CPUs, RAM,

additional logic, and disk storage.

» In atypical setup, AC power is
delivered to the rack, where at some
point it is converted to the multiple DC

voltages required for data processing.

48VDC UPS

source: Google Data center rack

Power architecture for a smartphone

Power distribution: I’g =2.8-5.5V

PN
Buck SMPS
regulators
3.6V 25V
1.5V

Display

Antenna

e—]

uP/DSP
core

110
Baseband digital

Analog/RF

25 “

t 1

AC/DC
8.7-19V VRs| [VRandLDO ]
adapter Power path ] [
switch
VR VR VR VR

Battery Battery
charger pack
(008 |

25W  16.5W 54 W 16 W 18W

Power architecture for a computer
AC input: 90~265V

8.7-16.8 V

Also, if we consider the AC/DC converter, it is basically a DC/DC converter because the AC input is
immediately rectified and filtered to obtain an almost flat unregulated voltage around 400V, which is
then reduced down to the bus level by using a DC/DC converter (typically it is an isolated DC/DC
converter working at high frequencies).

The difference between the old (top) approach and the new (bottom) one is that in the former the
transformer is operated at 50Hz, in the latter at 100kHz. And, at the same output power, the larger the
switching frequency at which the transformer is operated, the smaller the size.
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\

Unregulate egulated
|~
AC Low- \ - Linear |pg
—5| Frequency |—»| Reclifie Fiter }—{ Voltage |— Load
Transformer / Regulator
— [

» With a linear regulator

\

Unregulated Regulated
DC Isolated DG
—>| Rectifier f—=| Filter Switching Load
Regulator

+ With a switch-mode voltage regulator.
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INTERMEDIATE BUS ARCHITECTURE

The idea is that we still we have an AC/DC converter to generate a first level bus voltage, this voltage is
distributed and on each board there is a second DC/DC converter that generates a second level
distribution bus voltage. Then to each single load we have a DC/DC converter.

First-level
distribution bus

Front-end
power supply

Bus — |
converter " '|:I" i

Second-level distribution bus ——"| 2

B

Point-of-load converters ———

Example architecture

98%-99%
4BV INPUT

4BV INPUT
48V-BUS
97%- gg;/f — BUS 97%-
98% 93%- [ 98%
9 12V

7%
v ]
VR VA VA ‘“ o

92%- !
a8y 91%- [aav
st o

48V VR

=

CPU/GPU/ CPUfGPU/ . v
ASIC OTHER SYSTEM RAILS ASIC OTHER SYSTEM RAILS Loans

1OV, 15V, 2.5V, 10V, 15V, 25V, Fan BCE, hard
1aV, 1V, EEV L8V, v, 33, o,
0.8V...

asv,

MEMORY MEMORY MEMORY MEMORY
Direct conversion approach 2-stage conversion approach
Key advantage of an IBA System Basic challenge for an IBA System
+ System cost is reduced because * The intermediate-bus converter must
only one isolated converter is have the highest efficiency and power
needed and because low-cost, density to provide a competitive edge
standardized non-isolated POL for IBA versus DPA.
regulators are available in the
market.

Source: Go gle
The advantage is that the first level converter is typically operated in open loop, whereas the second level

converter can be operated with a larger efficiency because the difference between input and output voltage
is smaller.
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Bus converters

SyrQor tycao / Eloctronics ABELTA  ARTESYN'
2
>
Unregulated bus converters
Input: 42~53V
Output: 9.7V~13.5V
tqcu / Electronics
. © Power-one  ARTESYN
Input: 36V~75V Input: 36V~75V
Input: 42~53V Output: 12V +1.5%, 14A Output: 12V +10%, 14A

Output: 12V +3%, 25A

Regulated bus converters

o o Standard DC-DC Brick

Relative Sizes

Wots Loss
S AL
FULL
BRICK

24
113gin. Veats Loss
o 588 Al
BRICK
555qin.

\ | [
T T

T

The six standard brick sizes

Full brick —4.6 x 2.4 x 0.5 inches or 116.8 x 61.0 x 12.7mm
Half brick — 2.3 x 2.4 x 0.35 inches

Quarter brick — 2.3 x 1.45 x 0.35 inches

8th Brick — 1/8

16th Brick — 1/16

32nd Brick — 1/32
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DC/DC POWER CONVERTERS

TYPES OF CONVERTERS

Linear regulators have the problem of very low efficiency, even if the cost is low and the power density
very large. Also output noise is negligible. However, we use them only when the voltage drop between
the input and the output is limited around 1V or less.

We will focus on switching regulators, and there are two families:

- Inductive: based on the use of inductors as filters. We can reach very high efficiency but at a very
high price and large PCB area occupied. Once again, a regulator is a converter with feedback.

- Charge pump (also called switch cap): there are no inductors, just capacitors. The basic principle
is the one of a charge pump and they can be very compact because we don’t use inductor.
Furthermore, efficiencies also in this case can be high. In general we can get just a fixed
conversion ratio, whereas in inductive ones we can regulate the output voltage in the range we

want.

- Hybrid converters: hybrid solution between the previous two. It is basically a switch cap converter

using small value inductors to improve the performance of the converter.

» The choice of converter type depends on the power design

priorities.

Linear
regulator

Switching regulator

Inductive Charge Pump
Efficiency 20-60% 90-95% 75-90%
Ripple Very low Low Moderate
EMI Noise Very low Moderate Low
PCB Area Very small Largest Medium
Cost Lowest Highest Medium

Switching conversion techniques

/ Charge Pumps \

+ Simple & moderate cost

+ Can be step up/down or invert

» Require only switches and
capacitors

» Noise performance is
architecture dependant

« Issues include:
+ Limited choices for V,,, vs. V;,
+ Can be noisy
+ Limitations on output power

/

/ Inductor Based \

» Can be step up/down or
invert

» Can handle a wide range of
input and output voltages

» Generally higher cost

= Can obtain high current levels

+ Issues include:
» Need for magnetics
» Board layout can be critical.

* Require more components
K than charge pumps /
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SM DC/DC converters
Regulators add a feedback loop to the DC/DC converter.

Converter

o—ro|

vwf OODﬁEfer fvu « Switch-mode dc-dc converters
— utilize one or more switches to
transform dc from one level to

another

o—1

Regulator

o—

o
DC/DC T
Vin ? converter Vo

» Feedback is included to convert
the unregulated DC input to a

i controlled DC output with a
desired voltage level

o—1

Isolated vs non-isolated

Non-isolated & s
DC/DC 3 Non-isolated dc—dc converters
me converter fvo may have common negative or
l common positive input and output
° terminals.
r T T
o—:— L1,
INPUT output| |
Vin f | section section | ? Vo
o—— Isolated dc-dc converters use
[

] transformers to obtain dc isolation
___________ between the input and output and
between the different outputs.

The isolated topology defends better against failures in one of the two sides of the circuit.

Converter topology

: »* 31 .
2 3T

4 T_|'|_|'|_

» Atopology is the arrangement of the power devices and their
magnetic elements

* 8 “mainstream” topologies:
- hon-isolated
» buck, boost, buck-boost
- lisolated

» flyback, forward, push-pull, half-bridge, full-bridge
A topology is the arrangement of the power devices and filter elements inside the DC/DC converter.
Non-isolated topologies
In the Buck converter the output voltage is always smaller than the input voltage. In the Boost converter

the output voltage is higher than the input one. The Buck-Boost is an inverting converter, the sign of the
output voltage is opposite with respect to the input one and the amplitude can be smaller or higher.
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v Vv
Vin =12V Step Down [ _
Buck Vout=5V
t t
v Stepup |V Vout=12V
Vin=5V Boost e
t t
V
) Inverting v
Vin = 5V Buck-Boost
t. Vout = -10V t
BUCK CONVERTER

AN

/

-

Buck Boost Buck-Boost
le > vDUT VIN < VOLIT VIN < -VOUT < vflfN
Vi Ve Vi Y Vi,
Veare I, L %l I Veate T
ey Vour [ Vour Vour
X—NF X P - K—=&
Vi M Vy c
7 C Veare C — L ’élIL W“
< I ~ =~ ~ ~

™~

All topologies consists of the same basic components but are arranged differently

We have a single pole double throw switch which is periodically switching between position 1 and 2
generating a square wave voltage v_s(t). It is the PWM modulation.
The impact of regulating the duty cycle is on the average voltage generated v_s(t), which is the input

voltage multiplied by the duty cycle.

1
T +
v, - v (n R 1“[1)

position:

Insertion of a LP filter

I'S(l) %

Switch

&)

f

1

s

T, =t,, +1t, =const

‘on TS
VA _Tl{jvN dt+j0dt}_
s 0 ton

t
=$\/\N =DV|N

+ switching at constant frequency:

— pulse-width modulation (PWM) switching

Of course we cannot apply a square wave voltage to the load, we need to filter it to extract the average
voltage. This is done with a second order filter, not a first order one because if we use a resistor we would

have a very large power dissipation.

Plot x is the frequency spectrum of a square wave voltage waveform.

DC component=average value /
V. :hl 2(1-cos(nD2n)
coonn
20log,, Yo
v,

7 B F i

T,

‘\T‘*--

s Vi

= f

-1, f,

3,

Frequency spectrum of v (t)

gain al
by the

llenuation
filter

H
100 f, f

(log scale)

Frequency response of the LCR circuit
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The DC component we are interested in is at f = 0, and we want to remove the other components at
multiple of the switching frequency. This is done designing correctly the corner frequency of the LP filter,
by choosing it much smaller than the switching frequency.

We can attenuate the other harmonics but not get rid of them, and the result is that we don’t have a
perfectly flat voltage across the load, but a flat one with some ripples on it.

. i) L
»—TOO
Buck converter / + vy i 0 *
containing practical 2 ¢
low-pass filter v, C) C _|_ RS WD
Actual output voltage w8 Aetual waveform
waveform /‘/ WD =Tt v, 0

v

o

V(1) = I+ v,,.00)

dc component T,

0

In our analysis we will always apply the small ripple approximation.

Small ripple approximation

W) a Actual waveform
f/ ‘11) - 1:77 “ﬂ!!’.’)h‘(r)

WO = Vot (0 %o

dc component T

In a well-designed converter, the output voltage ripple is small. Hence,
the waveforms can be easily determined by ignoring the ripple:

<= I

| vrf;)]) le |

W=V,
We assume that the peak to peak amplitude of the ripple is negligible with respect to the DC value of the
output voltage, which is always true if the DC/DC converter has been properly designed.
If so, the instantaneous voltage at the output of the DC/DC converter can be replaced with the average
voltage, which is the ideal voltage if we assume that the filter is ideal.

IMPLEMENTATION

We cannot implement a single pole double throw switch by using only semiconductor power device, we
need to use several of them, and the one below is done with an active device (mosfet) and a passive one
(diode). The diode D1 can eventually be replaced with an active component operated in antiphase with
respect to the other switch.

The one in the image is a synchronous buck converter.
The switch is controlled by a pulse width modulator with a fixed frequency. The switch is on during t_on

and off during t_off. By definition, the duty cycle is D = t_on/Ts, where Ts is the switching period.

Once we have filtered it, the output voltage is D*Vin.
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» The SPDT switch is implemented by means of a DMOS transistor , S, and
a diode, D1.

+ The switch S is controlled by a pulse-width modulator and is turned on and
off at the switching frequency f, = 1/T; .

» The switch S is ON during the time interval t,, and OFF during the time
interval t,;. The duty cycle D defined as:

t t

DE on — _on

t,+ty T

S

» The output voltage V,, of the buck converter is always lower than the
input voltage V,, , therefore, it is a step-down converter.

PULSE WIDTH MODULATOR

We need to generate a PWM signal. The pulse width modulator is the combination of a Sawtooth wave
generator, that is a voltage generator that generates a voltage waveform like x, and a comparator. The
analog voltage used for comparison is called control voltage v_c(t). It is a DC voltage but it might not be.

The output of the comparator depends of course on the relative value of the signal x and the control
voltage.

Vai(t)
ve(t)

Sawtooth
vy 1) X
wave 0

generalor Tat

comparator

sy 4T T \
1

o _jtogate |
input | PiwM | driver )
waveforn ======

(1)

G

t
Note that: Tg=T,, C—p» |[D=22=—%
Ts VM

By using the principle of similar triangles we can say that D = v_c/Vm. The user regulates the duty cycles
regulating the control voltage.
Sawtooth voltage generator

- Voo

(L\JI} —a V..,

1}1 %ﬁ LN Vs

“

Ik

* The ramp and clock signals are synchronous autematically
* The switching frequency is controlled by V,, V,, ¢, I,and I,
for »I, G~
2 ! (VH “‘Vt. )CT
* The amplitude of the ramp signal defined by ¥, and ¥,
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It is a fixed current generator, a capacitor in which a constant current is injected and the voltage in the C
is increased linearly until we reach the high threshold of a Schmitt trigger. When so, the output of the
trigger goes up, the switch is closed and the voltage across the capacitor is reset.

TYPES OF BUCK CONVERTERS
The buck converter can operate in, depending on the current that flows in the inductor:

- Continuous current mode (CCM): the current in the inductor never reaches 0 during the
switching time intervals. However, due to the presence of the unidirectional device that the diode
is, the converter might operate in the next type of conduction mode.

- Discontinuous current mode (DCM). In this case the current in the inductor reaches 0 within the

switching time interval and stays O for a fraction of the switching time period.

L
S . A
|

VINJ—jTTEGST D1‘ c,lL RL% ?o

Two types of Conduction Modes

— Continuous Conduction Mode (CCM) /\/\
where Inductor current remains positive S
throughout the switching period

- Discontinuous Conduction Mode (DCM)
where Inductor current remains zero for
some time in the switching period

Assumptions in the analysis of a Buck converter
- The converter is analyzed in steady state, which means that we have been switching the switch
for a long time, so all the transients are over.
- The switches are ideal.
- The losses in the inductive and the capacitive elements are neglected.
- The dc input voltage has zero internal impedance.
- The small ripple approximation is applied.
- The converter is operating in CCM regime.

CCM ANALYSIS

S

WN%\%KGS D4 CJ‘: AL E/o

* DC voltage transfer function may be derived from vaolt-
second balance:

+ average voltage across inductor is zero in steady state

17 Vionton + Vit
VL — —jV(t)dt — _Lon*on Loff “off _ 0
TS 0 S

The current is never 0.

Which is the DC voltage transfer function (ratio between the output voltage and input one at steady
state)?

To get it, we can apply the volt-second balance to the inductor. Vl,on*t_on + V1, off*t_off = 0.
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Ton

The active switch is closed and the passive switch (diode) is open because reverse biased. A voltage Vl,on
= Vin — Vout is applied to L.

Then we write the formula in the red box.

Equivalent circuit when
the switch is ON and the
diode is OFF

Reverse biased, thus the
diode is open

+ Switch closed for t,,=DT, seconds

*Vien = \/\N _VO!

VLonton = (VIN - VO )DTS

Toff
The active switch is open but there is current in the inductor because we are in CCM, so the current goes
through the diode, which is turned on.

Equivalent circuit when
the switch is OFF and
the diode is ON

i continues to flow during t., thus the diode is
closed. This is the assumption of “continuous
conduction” in the inductor (CCM).

+ Diode conducting for t (=T t., =T.(1-D) seconds

* Vit = Vo,

Vigitor = —Vo(1-D)Tg

The voltage drop across the inductor is negative and -Vout.

Transfer characteristic
We apply the volt-second balance.

Vi = 1 va(t)dt: DX -(Viy = Vo )+ (-D)T¢ (Vo)

Ts 1/-5 Vi
Vi-Ve )
_ _ .%. Ts
DV, 7940 +V, )/‘70 o]
. _ A
The input/output equation becomes V_ =D
IN

From power balance, Vi ly=Vslo ,so

_ N

o=3

The DC voltage transfer function is D = Vout/Vin.

We have assumed that the components are ideal, so there is no power lost in the circuit, so we can write
a power balance Pin = Pout, with Pin that is the product between the input voltage and the average input
current. In the end, Iout/Iin = 1/D.
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The ideal buck converter working at steady state can hence be easily modelled with an equivalent circuit
like below, which is an ideal transformer. It is not an ideal transformer because it also transform DC
values.

* input power equals output power:

|:’w:F’o In— .5 —*l
VIN IIN =V, Io >EE
Il_N:th V\NT TVO
o) VIN

+ step-down converter is equivalent to a dc
transformer where the turns ratio is in the range 0-1

Of course, this model is good if the buck converter is ideal, if not we need some workarounds.

CCM waveforms

The ones below are the typical waveforms we can measure in a buck converter working in CCM. The
first upper left is the voltage across the inductor. The areas A+ and A- are equal, because of the volt-
second principle. The second left plot is the current in the inductor, whose average value is equal to the
output current. At steady state, the average current in the capacitor is 0, so the average inductor current
is equal to the output current (red circuit).

Besides the average value, there is also a current ripple due to the harmonics component of the square
wave voltage on the switch.

i_s is the current in the switch, which is equal to the current in the inductor when the switch is closed.
i_d is the current in the diode, which is of course 0 when the switch is on.
The last plot is the instantaneous current in the capacitor.

LA

V=Y

0

3
N
N
»
N
5

—Vp -

oT T t +Vs

~ /’
¢H>}—\
o)

2
Tsm = -
;if‘i lo — <ig(t)y>=1=0
e —— = — — — -

<igt) > =l =lo'D

Capacitor current

It is important to understand the shape of the capacitor current to be able to calculate the output voltage
ripple across the capacitor and therefore at the output of the DC/DC converter.

We start by applying the KCL at node x assuming the instantaneous value of the current. i_L coming
from the inductor is the first plot, having a DC component Io plus a ripple. As for the current that flows
in the load, we start from the assumption that the output voltage ripple is negligible.

In reality, the output voltage has a DC component plus a ripple, and so also the current, but we can
assume that the amplitude of the ripple is negligible, and this is reasonable because the filter of the buck
converter is design to satisfy this assumption.
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e Assumption:

V, has small ripple t

_Vo . Vo _ ic Capacitor current

ioi 7'0
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Charge balance at steady state!

l. =1 -1,=0

Given the assumption, we can say that the instantaneous output current in R, i_o, which is the
instantaneous output voltage v_o divided by R, can be approximated as Vo, so the DC voltage value at
the output of the buck converter, divided by R, so Io.

Now we can easily apply the KCL at node x. In the end we get that the average current flowing through
the capacitor Ic = 0. This is of course true because we are operating at steady state.

Now we want to plot the capacitor current i_c using the small ripple approximation. We start from the
inductor current, we subtract from it the average inductor current, so we are shifting the i_L. waveform
by a factor Io. The area subtended by the positive part of the curve of i_c must be equal to the negative
one (charge balance at steady state).

Let’s now remove the assumption that the ripple is negligible and let’s calculate the ripple starting from
ploty.

Output voltage ripple

P pQ=8 T 6 ave
) : 2 22
<« ¥, H
av. A 1NT
C C22 2
AV, - Ai -Ts
8C
T _(1-D)V,
L; ° 8C.-L.fg
0 !
AV, (1-D)T? (£ )
» ESR is assumed to be VOO - ng : :(1_D)?[i]

negligible

The first plot is the inductor voltage, which is Vin — Vout during the on time period D*Ts and -Vout
during Ts, off time period. The second plot is the current flowing through the inductor.

We are not interested in i_L but in i_c. We can plot i_c on the same i_L graph shifting the origin of the x
axis at a higher position (red dashed line).
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Now we can calculate the voltage ripple across the capacitor. In fact, we have a capacitor which is charged
during the pink period and discharged in the other subsequent part of the period.
At steady state, the charge injected must be equal to the one extracted.

When we are injecting charge in the capacitor, the voltage across the capacitor is going to increase, and
this is what happens in the last plot. When we extract the charge, the voltage is going to decrease. We
are at steady state, so the amount of increase must be equal to the among of decrease. We are interested
in the peak-to-peak voltage ripple, which can be computed by dividing the charge injected in the capacitor
by the capacitance value itself (x).

To get delta_Q we need to compute the area of the pink triangle. Its amplitude is half of the current ripple,
so delta(i_L)/2, and it is matched by the negative delta_Q. The area of the two triangles is equal due to
the charge balance. Then, the sum of the two bases is Ts, so each triangle has a base Ts/2.

In the end we get the formula in the red box. It holds only for buck converters and forward converters,
not for all the other converters, because in a buck converter the current in the capacitor is a triangular
one, and in the other converters is instead rectangular.

Previously, to compute the shape of the current in the capacitor we assumed the voltage ripple negligible.
Then we are using the waveform used under this assumption to compute the voltage ripple. It is not
correct, it is an approximation but it is a very good first order approximation of the voltage ripple.

So we calculate the current assuming that the voltage ripple is negligible and then we use the current to
estimate the first order approximation of the voltage ripple.

Coming back to the expression in the red box, |delta(i_L)| = Vo(1-D)*Ts/L is the current across the
inductor, and we can substitute in the formula.

Then we calculate the relative amplitude of the voltage ripple. The corner frequency of the filter is fc =
1/(2*pi*sqrt(LC)), we plug it into and we get the final expression.

The relative voltage ripple is proportional to the square of the ratio between the corner frequency and the
switching frequency. The square is present because we are filtering the square wave voltage waveform
with a second order filter. Moreover, the smaller the ratio fc/fs, the smaller the amplitude of the relative
voltage ripple, because it means that the harmonics are more attenuated.

There is a strong assumption that we are making here. In fact, we are considering the ESR of the capacitor
negligible, so the capacitor is ideal.

In the real case, this is true or not depending on the choice of the capacitor. A multilayer ceramic
capacitor is almost ideal, so negligible series resistance, but if we use an electrolytic capacitor the
equivalent series resistance has to be considered.

How to reduce the voltage ripple

Reduce voltage ripple

« Decrease the corner frequency — Lt or Ct — Larger size of the converter
Increase the switching frequency — switching loss 1, efficiency |
How to reduce switching loss?
» Use low switching loss device, such as MOSFET
» Use soft switching topology, such as ZVS, ZCS
» f,=(10~100) f, —AV,/V, usually is less than 1%
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Looking at the expression, we might decrease the corner frequency with respect to the fs, but this means
larger capacitor and inductor, and this impacts the size of the converter.

In general, DC/DC converters are designed in such a way that the relative amplitude of the voltage ripple
is in the order of 1%.

NON IDEAL BUCK CONVERTER - Small ripple

In this circuit we are introducing a resistive component Ron which is used to take the switch resistance
into account (we are considering Rds(on)) and also the inductor is no more ideal with its parasitic series
resistance Rp.

The calculations are based on the small ripple approximation, but in this case we are referring to the
current ripple in the inductor, not the voltage across the capacitor. It the condition is satisfied, we can
replace the instantaneous current i_L(t) with the average current I_L.

Once we have introduced this approximation, we need to compute the DC voltage transfer function,
considering the parasitism.

We apply the volt-second balance to the ideal inductor. To properly do so, we need to take the voltage
drop on the Ron and Rp resistances into account.

V_Ron is, by definition, the product between Ron and the instantaneous current flowing through it,
which is 1_L(t) (I_L for the small ripple approximation), because when the switch is closed the diode is
open. Same reasoning for V_Rp.

W VL:J,_\ N Small ripple approx. :
—— Ron I_y!;v\ i Al .
°_°/‘_, e —F. 'I—L<<1—"L(t)*||.
v.NT Ve 5D b Ve==¢ Tvo R L .
" Ve = Row i (D) =Rgy -1
V,
=Roy o =Roy -5
Apply volt-second balance to L: R, v
. ~ 0 = .= .9
Vien = V\N_RON 'IL _RP 'IL _Vo Ve RP IL RP IO Rp RL
Vien = *VO*RP 'IL VolVin
Vi D4V -(1-D)=0 1 Ideal buck
— —  withRe
" D g with Re and
Yo __ ¥ S B ™)
Vi 1+ Re +D-Roy < [ o
. |
, | -
Note: diode still assumed to be ideal 0 1 D

Then we apply the volt-second balance: V1,onD + V1,off(1-D) = 0.
To write Vl,on and Vl,off we use the KVL, always under the small ripple approximation on the output
voltage (v_o = Vo). For VI_off the current recirculates in the diode, because we are under CCM.

We end up with a non-linear dependance of the DC voltage transfer function on the duty cycle D. The
plots for the t.f. are in the bottom right plot. If only Rp is the non-ideal component, the slope of the t.f. is
reduced but it is still linear.

Non negligible ripple

If the ripple is not negligible but linear, the approach can still be used. If neither negligible and nor linear
we cannot.

Ifthe ripple is not negligible and we draw the current in the inductor, we end up with pieces of exponential
(red portions of the plot, and blue ones), so it is even not linear.

We still can apply the volt-second law, but we cannot replace the instantaneous current with the average
current, because they are different.
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Apply volt-second balance to L (no assumptions):
Vion = (VIN_VO) —Ron L (1) =R i (1)
Vier ==V o—Re i (1)

0

15 [(Vin=Vo ) =Ry i (1) =Ry -1, (1) dt - Tj [V +R.-i (H)]dt=0

Hence we write the volt-second balance considering the instantaneous current flowing in the parasitic
resistors.

So I need to compute the integral using the effective shape of the current i_L(t), which might not be very
easy. However, there is a possible simplification, which occurs when the ripple is non negligible but
linear.

Non negligible LINEAR ripple

‘0

DT [(V,N—VO)—RON QL () -Re -iL(t)]dt— Tf [V+R, i (t)]dt=0

!

X VyD-V,

Area of trapezoid always true

Linear ripple approx. :

> DTg; RL > (1-D)Tg
P

Imax
(Re +Ryy)

= area red trapezoid =~ area green rectangle

0
s

DTs  (1-D)Ts Ue TiJ‘DTSiL(t)det: DI, =D-l,
Replacing i, (t) with I is still OK in the assumption linear ripple!

Firstly we can brought the constant term outside the integral and rewrite the integral and we get x. Still
no approximation is applied.

The second integral in x is the integral from 0 to Ts, so over the full period of the current, divided by Ts.
This is the definition of the average inductor current, which is equal to the output current in a buck
converter, this is always true, no matter if the ripple is linear or not.

The approximation is in the first integral in x, it is extended over just Ton, and not the full period Ts, and
the integral can be geometrically interpreted.
We are assuming that the ripple is linear, so we have a triangle and the integral is the dashed area of the

trapezoid. The area of the trapezoid, if the ripple is linear, is identical to the area of the green rectangle.

So we can replace the integral with the simple product of the area of the rectangle.
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To have a linear ripple, the exponential time constant during the on time period, L/(Rp +Ron) much be

much larger than the duration of the on time period, DTs.

And also the exponential time constant during the off time period, I./Rp much be much larger than the
duration of the off time period, (1-D)Ts.

The final result is that, if the ripple is linear, we get the formula calculated assuming a negligible ripple.

VD=V, - R_’I_ON g’TS i (t)dT dt —%jgs i (tdt=0
S S
Replace i (t) with I =1, (ok if ripple is linear)

VD=V, =Ry DIy —R, | =0

Replace I, with V/R:

Yo__ D
Vie 1, Re+DRoy
RL

Same result previously obtained with small ripple approximation

The conclusion is that we can replace the instantaneous current flowing in the inductor with the average
current even if the ripple is non-negligible but linear.

BUCK CONVERTER'’S EFFICIENCY
Let’s compute the efficiency in a situation where there are parasitic components that are dissipating
power. In this calculations, switching losses are not included.

vi(t)

I
ﬁ:ﬁ FL \Re —3 &_ D |
—_— -
V.NT "D _|_c Tvu R Vi 1+M
in(t) l, _ 1| valid for small

(o]
l, D] orlinear ripple

T T T P,  Voly 1 )=

O‘LNTNT"—FF» N Tl_P_m_lew _’B/1+M_
-5y L
<in(t) >=In=1oD _ 1
1. R.+D Ry

L

Let’s start from the DC voltage transfer function computed including the effect of parasitics, x.

We need a second equation that relates the average input current and the average output current (if ripple
negligible or non-negligible but linear), and it is the red box relationship. It holds even if we have
parasitisms.

We start from considering the current at the input of the converter, i_in(t).

When the switch is on, the current that flows through the input is equal to the one in the inductor. This
because the input is in series with the inductor. During the off time period, the input current is 0.

So we have a periodic trapezoidal waveform and we can compute the average input current, which is by
definition the area of the trapezoid divided by the switching period.

Once again, if the current ripple is negligible or the current ripple is linear (red and green area are
compensating), we can say that lin = Io*D.
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We multiply equation x with equation y and the result is the output power divided by the input power,
so the efficiency.

In the ideal case the efficiency should be 1. If Rp = 0 but Ron = 0, the efficiency is constant but not 1.
If we plot the efficiency of a buck converter as a function of the output current Io, we

get something that decreases like a slope. If To is large, it means that R_L is small, and 7 1‘ :_

this makes the efficiency to be small. In principle, at 0 current we would expect an /E
efficiency of 1, but this is not true. In fact, at a given current the efficiency starts - ~ Lo
decreasing.

This decrease is due to the switching losses, that we have neglected in our analysis so far.

Alternative approach for efficiency

This calculation can be applied in the case of small ripple.

By definition, the efficiency is the ratio between the output power and the input power, and the input
power is nothing else the output power plus the losses. So if we can write the losses in some ways we can
find the expression for the efficiency.

The only losses we are considering are conduction losses, no core losses or switching losses.

n= P, B Py Small ripple approx. :
P, +PR Po+P +Ps ﬂ<<1%iL(t):IL=IO

oss
I
where

1 DTs

1%,
<Ps (t)> = Ps = T_ IRON "s(t)2dt = T_RON J.Iozdt = RON 'Ioz -D
S0 s 0

1% 1%
(P(t)=P. = IRP.|L(t)2dtzT—RPIIOZdt:RP«IOZ
0 s

= —
Ts o

and PO:%:IQRL

L

1

n=—s—5——
::) 1+M
R

L

We have just two elements that are dissipating power during conduction, which are the switch and the
inductor, so we have the power dissipated by these two components.

The average power dissipated by conduction is the product of the resistance and the square of the rms
value of the current that flows in a resistor. We can compute this for the switch and inductor losses.

If we apply the small ripple approximation we replace the instantaneous current in the switch with the
average current, and since the switch is in series with the inductor, the current that flows in the switch
during D*Ts is actually I_L, which is equal to Io. Same reasoning then for P_L.

CCM AND DCM OPERATION

In real converters and especially if the buck converter includes unidirectional switches, the operation of
the converter is in DCM. Unidirectional components are components where the current cannot change
sign, e.g. the diode.

It is important to understand if the converter is operating in CCM or DCM because the DC voltage
transfer function is different in the two cases. Also the dynamic behaviours are different.
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Use of unidirectional switch forces the buck converter to exhibit two
different operational modes: the continuous conduction mode and the
discontinuous conduction mode.

Continuous conduction mode (CCM) operation

~ | = Vo
P - ‘ ‘\\i‘/“g"f‘//“ \_\\ L0 R
i~ PN A Note: by increasing R
- N (i.e. by lowering Io) the
T A ) e ", converter is pushed
T N~ toward DCM

Discontinuous conduction mode (DCM) operation. Typically occurs at light load
(small load current

)
!. L
DI a7,

Effect of raising and lowering L. while holding Vin, Vo, o and f constant

Lower L

« Lowering L increases Al and moves the converter toward DCM

This is the explains why a buck converter enters the DCM. In this case, the converter is working with a
given average current and I decrease the value of the filtering inductor. The consequence is that the slope
of the current during Toff and Ton is increasing, and we might end up in DCM.

BOUNDARY BETWEEN CCM AND DCM

iL(t)
_ <i(t)>=1ls « |, g = critical current
e T AR TN T T T below which inductor
he — o2~ 1 = — -4 — current becomes
| - discontinuous:
0 Ton |, Torr N t
< T .
> Ifl,> 15— CCM
> Ifl <l g — DCM
| :li _ 1 Vot _ 1V, (1-D)T, _ 1V, (1-D)
o2 2 L 2 L 2 Lf,
V,
- ly ===
S 2L,

The boundary condition is with the current that starts exactly at zero at the beginning of the switching
cycle, reaches a peak value and then goes back to 0 exactly at the end of the switching period. The average
inductor current in this case is called critical current.

We need an expression for I_LB. I_LB is the average current in the boundary condition, that is the area
of the triangle divided by Ts, but the base of the triangle is exactly Ts, sol_LB =% * 1i_Lp.
Now we replace i_Lp with the corresponding value.
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Condition for DCM operation
We are working in DCM if condition x is satisfied.

Wty > Boundaryif | =l; :1AiL =

) 2
IL | el .~
IL:_ . :lvo(‘l"D)TS
5 | - 2 L
T()N l TOVI' V
« Ts > Note: I =1, =?°
X
> DCMif | <lg ﬁ lw
R 2 L
[~ A N
ie. | 2l <(1-D) |
i RTg H

» This can also be expressed as: [K <K, (D) for DCM ]

2L
here K=—— and K_.(D)=(1-D
W RT Crlt( ) ( )

S

Remembering that the average inductor current in a buck converter is equal to the average output current,

we can rewrite the inequality, replacing I_L with Vo/R.

We can express the inequality using also K, where K is a dimensionless parameter, at a given duty cycle

D.

K and Kcrit

K is a measure of the tendency of the converter to work in DCM. The left plot reports the Kcrit in
continuous line vs the duty cycle. It is 1 at D = 0 and zero at D = 1. Dashed line is the K. The crossing
between the two curves defined the critical duty cycles. If D < Dcrit, the converter works in DCM (K <

Kcrit).
for K <1: for K > 1:
-— K }. ‘K"‘”; -
5 K<K._: K>K_: 2 CCM
— T —— - . oril —] - JI/RT
DCM cCM K= 2L/RT,
1A 140
/b ‘~n
K = 2LRT, §
0 o
0 1 D 0 1 D

« The dimensionless parameter K is a measure of the tendency of a converter to
operate in the discontinuous conduction mode.

» Large values of K lead to continuous mode operation, while small values lead to
discontinuous mode for some values of duty cycle.

» If Kis greater than one, then the converter operates in the continuous conduction
mode for all duty cycles.

There is a special case. If the buck converter is designed in a way that K > 1, the converter is always

operated in CCM, regardless the operation duty cycle.
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ig(t)(A)

Other conditions for DCM operation

The basic starting point is always I_L <I_LB, and then we do all the replacement. Simply by rearranging
the same equation we can get two different conditions for the operation of the Buck converter in DCM.

1. R > Rcrit, where R is the load resistance. This condition might be useful when the converter is
working at a given D, so we can compute the Rcrit and if R > Rcrit we are in DCM.
2. L < Lcrit, where L is the filter inductor. This might be useful for all the situations where the load

is fixed and also the D. If the load is not resistive, R is the ratio between the output voltage and
the absorbed current.

« ltis natural to express the mode boundary in terms of the load
resistance R or of the filter inductance L , rather than the dimensionless
parameter K.

» DCMif |L<|LB:>ﬁ<1M
R 2 L
R>R,, = —2&
ie (1_D)TS
L<l, = R-(1;D)TS

« These results can be applied to loads that are not pure linear resistors.
An effective load resistance R is defined as the ratio of the dc output
voltage to the dc load current: R = V/I.

Example
N%Y‘\
o YN o
0 pH -
N J_ i —_ 10 T, =20 us
2 iV ATl ¢
16V r'y 170 4F R T, 20 us 16 ffigpmy D025
T D =025
i 20
~
/ L R=10 VAN
4 -// “\\ ) '/," \\_‘ R 2T, 15 . (- par,
; o - erit s erit — 5
af (1 DyI, 2 )
240106 (1-0.25)1 20x10-6
| o 2-40%107% B
™~ (1—025)20x10-6 — 75 uH
i h =5330
o

10 o 10 20 30 40
Time (p5) Time (us)

We want to see what happens changing the load resistance R. Firstly we need to compute Rcrit, which
is 5.33 Ohm. We can also compute Lcrit.

Is there any advantage in working in DCM?
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STEADY STATE ANALYSIS IN DCM

The starting point is the current flowing in the inductor in DCM. It starts from 0, reaches a maximum
value i_Lp after DTs, so at the end of Ton, then the switch is turned off, the current goes down and
reaches zero before the period is over, so for a fraction of the period the current is 0.

We can fractionate the period Ts in three components, and in the last one the current is 0.

iL(t) y
Energy stored in L

e = — — AR 2 0> == 1o is fully released
| v after A Tg

0 DTs MTs AT

A
A\

D \V/ V-s balance
(VlN‘Vo)DTs:Vo"—\1Ts:Vo:mV|N:’A1:D{V_|;‘1J (1) onL

I =i (D+A,) VAT (D+A,) (2) A-s balance
s =he 2 L 2 on C

substitution of (1) into (2) yields

We need to calculate the DC voltage transfer function (also called conversion ratio). To do so, we apply
two balances: the volt-second balance in L applied between 0 and the end of deltalTs.

During the Ton, the voltage across the inductor is Vin — Vo and, multiplied by D*Ts is equal to the
voltage across the inductor when the inductor is discharging (switch open) multiplied by deltalTs.

To get rid of the deltalTs we need a second equation, which comes from the ampere-second balance on
the capacitor = average current in the capacitor is 0 and so the average inductor current must be equal
to the average output current, this is the balance we are applying.

The average inductor current is, by definition, the area of the triangle divided by Ts. Then we replace
i_Lp with: i_Lp = |delta(i_L-)| = Vo*deltalTs/L.

We can rewrite the expression introducing Mvdc, which is the conversion ratio.

rearranging:

[KM\ZJDC +D*M,pe —D? = 0] = quadratic equation in My

solving for Mypc:

V, 2
Myoc ===

Vin 1+‘/1+%
D

The final result is the one in the red box. It is a much more complex dependance of Vo/Vin on the D,
with respect to the CCM operation. Furthermore, the DC voltage t.f. depends on the factor K, so we get
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also a dependance on the output current, which internally depends on the output resistance - i/0 transfer
function depends also on the load resistance.

Mvdc vs K
D=0.9
VO
0.8 MVDC - 7
ccM 07 IN
._\
06| \ S 08
g sl AN 0.5 |
= \ T~ ~ - (o] _ K
| — 0.4 =
o I . DCM ~ Vo//
NN . § os | J26L
02 ~_ —_— 0.2
01 T \\0,1
~
0 L 1 L ~
(0] 0.2 0.4 0.6 0.8 1
I/ Vol2fsl)

There is a separation line. Below the line the converter works in DCM and we see the nonlinear
dependance of the t.f. on the K and D, while in CCM the curves are flat, so no dependance on K, only
on D.

However, it is better to plot the M as a function of the duty cycle. The blue line corresponds to a buck
converter working in CCM, where M = D, which is true for K > 1.

If we assume K = 0.1, the device works in CCM only for D > 90%, because for K > Kcrit we are in CCM,
and K=0.1,Kcrit=1-D =0.9.

For smaller D, the converter works in DCM - the smaller the K, the larger Dcrit.

M(D.K)

K < K (D) = (1-D) for DCM

—_—
+
-
LS
ol
N
t
8

Myoe: DCM  Mype: CCM

0.0 0.2 04 0.6 08 10 D

* M,pcin larger in DCM than in CCM for the same duty ratio

If we consider the converter working at a give D, if it works in CCM, we have a certain value for M.
However, if we are working in DCM, the conversion ratio M at the same D is larger.

Observation

When we work in CCM and we change the value of R, the characteristic of the currenti_L, if R increases,
shifts rigidly down. But when we enter in DCM, the slope of the current is reducing both in the on and
off time periods.

The slope of the current in the on time period, when current is increasing, is (Vin-Vo)/L. When we enter
the DCM, the Vo is given by the formula x.

If we are increasing R we are reducing the denominator, so at the same input voltage we are increasing
the output voltage, and at the same time we are reducing the slope in the on time period.
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DT T 27

« In DCM operation, the output voltage increases with the load resistance
even if the duty ratio remains unchanged.

= Alarger load resistance decreases the slope of the on-time inductor

current.
« Alarger load resistance increases the slope of the off-time inductor
current.
Example
o/c ' n"mm
40puH
16V 470 uF R=120Q

D=0.25R=12Q0>R,;=5.33Q

crit

2 -~

=5.59V

:V —
DCM IN S 552
1+J1+ 8f23L "
D R 546

higher than : - ﬁ /\ %
Y\ \4/\4“

V|

ot (Vv

ir(t)(A)

=V,,-D=4V "

VO |ccm 0 2

0
Time (ps)

Ts = 20us. We want to understand if the converter is in CCM or DCM; we compute the critical resistance,
and since R > Rcrit, the converter is in DCM.
If the converter was in CCM, Vo = 4V with the same D.

DCM waveforms
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The switch voltage v_s, when the switch is on is 0, if the switch is ideal, but when the switch goes off we
have two different time periods. v_s = Vin when the diode is on, but when the current reaches 0 and there
is no more current inside the inductor, the voltage across the switch collapses down to Vin — Vo.

The last bottom right plot is the current through the capacitor, which is used to calculate the output ripple.
To get this current we take the inductor current and we shift it rigidly down by a quantity Io. In the
negative phase there is a trapezoid because for a certain period the current is 0. To calculate the capacitor
contribution to the ripple we need to compute one of the two grey area.

Example

J" r)w = (0o Khe

L= /

OPER ATION REGINE

L Viy =20V
V Mgf §ASRasR IS s (el
SREE % CT Er-sn L=riodM s
g ,;,-/[ |, =R R ~50_ .
K

With this data, without knowing the D, which is the operating point? We just know that the D is operated
by some circuit to get 5V at the output starting from 25V at the input.

The first thing to compute is Dcrit. Then we compute the K for the device, which is K = 2L/(R*Ts) =
0.4. This done, we take the first plot, which is the line Kcrit = 1- D and we see the Dcrit in correspondence
of K = 0.4. For D > Dcrit = 0.6, the converter will work in CCM.

Starting from this information, we use the plot Vo/Vin vs D (on the right). We still don’t know D, but
we don’t care because we know the ratio Vo/Vin, so we know Mvdc = 0.25. We plot it in the plot and
see where we are working. We see that we are in DCM. The corresponding D should be 0.18, and we
can compute it from the DCM formula for the converter.

b e P

This duty cycle is set by the feedback circuit, which senses the output voltage, compares it with the desired
one, amplifies the error and produces, through the PWM, the desired D.

DISCONTINUOUS (DCM) VS CONTINUOUS (CCM)

Continuous - lower peak currents

« Lower conduction losses

« Smaller input filter required to reduce EMI

Discontinuous  Continuous + Bigger inductance

. ? A A /\ \ A + Complex dynamics

/AY /A\ /A\ \ /A\ Discontinuous - higher peak currents

E w-v-v-\-;/-jw + Peak and RMS currents are larger in DCM
|/

\_/ \_/ \_/ « Higher conduction losses, bigger core/skin
effect losses

+ Bigger input filter to reduce EMI

Inductor €
—

P

+ Smaller inductance

« Simple dynamics
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To perform a fair comparison let’s start from a simple situation where the output current of the converter
is fixed. The black dashed line is the average inductor current, which is equal to the output current.

The blue line represent a situation where the converter works in CCM, while the red in DCM, with the
same output current and same converter.

If we are in DCM, to get the same average current we need to push a large current in the inductor, so the
peak value of the current in the inductor is bigger than the peak value for the converter working in CCM.
The more we push in DCM, the larger the peak current to get the same output current.

So in CCM the current has a lower peak value. Furthermore, the root mean square of the current, Irms
of the inductor current, in CCM, is smaller than the rms value in DCM.

—

: B y
Toelz T\

Note : (DrAJ<1
Having a lower peak current and lower rms value leads to two big advantages:

1. Less conduction losses, which are due to the current flowing through resistive component, either
the Rds(on) of the mosfet or the parasitic resistance of the inductor.

2. Smaller input filter to reduce EMI. We are forced to use them to reduce EMI. The closer we get
to the DCM regime, the higher the contribution of the harmonics and in DCM we expect the
harmonics to become even stronger. It is a huge disadvantage. The input filter is used before the
buck to prevent the injection of the harmonics and of course, the stronger the weights of the
harmonics, the larger the filter components.

The disadvantages of the CCM are that if we want to operate in this mode we have to use a larger inductor
with respect to the same device working in DCM. Moreover, we have also complex dynamics.

In DCM, peak and rms values of the current are larger, so larger losses and larger input filter. Not only
the losses are larger because the rms value is larger, but also because of proximity effect and magnetic
core losses (see part 7).

Also ringing is a potential problem of a converter in DCM.

As for the advantages, with the same output current we can afford a smaller inductance, and also the
dynamic is simpler, so it is easier to put it into a loop and have good phase margins with large BW (no
RHP zero).

Another advantage is the ‘no reverse recovery’. In CCM a current in the off time period is always present
in the diode, and when we turn on the switch again we have to turn off the diode reversing bias it. But
since there was current flowing in the diode we have to remove the excess recovery charge, and this might
be a problem in terms of efficiency. Conversely, in DCM the current in the inductor becomes 0 before
the turn off period is over, so there is no current in the diode, hence when the switch is closed again we
don’t have to remove the reverse recovery charge.

If the output current is not larger than a few amps we can keep the peak current in the inductor to a

reasonable level and we can work in DCM, but if we have tens of amps we have to operate in CCM,
otherwise we end up with too large current peaks that are not easily manageable.
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BOOST CONVERTER

The difference with respect to the buck converter is the position of the components.

CCM ANALYSIS

Lo ip
— —_—

o
I

+ +
VIN ﬁ V_S (o} A Vo
T & 1o

+ DC voltage transfer function may be derived from volt-
second balance:

« average voltage across inductor is zero in steady state

17 Vignton + Vst
VL — _Iv(t)dt — _Lon‘on Loff "off _ 0
TS 0 TS

All components assumed ideal, we want the conversion ratio in CCM. As usual we apply the volt-second
balance on the inductor. In a boost converter the inductor is in series with the input, so the input current
is a triangular current in CCM, so there is no need in CCM to provide an input filter, the current is already
filtered by the inductor.

Ton
In the on time period the current is flowing in the indicated red loop so V_Lon = Vin.

Equivalent circuit when
the switch is ON and the
diode is OFF

Reverse biased, thus the
diode is open

» Switch closed for t,,=DT, seconds

¢ VLon = \/IN

VLonton = VIN DTS

Toff
L Ip
— -
_VT.:"l' ': - = T .\ Equivalent circuit when
hle g EEmI
_____________ I |

i continues to flow during t.4, thus the diode is
closed. This is the assumption of “continuous
conduction” in the inductor (CCM)

+ Diode conducting for t =T.- t,, =T,(1-D) seconds

* Vi = (VIN _Vo)

VLu"toﬁ = (VIN - Vo (- D)Ts

Since we are in CCM there is current flowing in the inductor, the diode is on and the voltage drop across
the inductor is Vin — Vo, assuming the diode still ideal with no voltage drop across it.
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Transfer characteristic

D¥-V,

1%
w:?jmmh

S ATEOE

V,-(1-D) = N}y{:/ﬁf

The input/output equation becomes

From power balance,

Vo _ 1

Vinlw =Volo , so b _1p

* The output voltage V, of the boost converter is always higher

than the input voltage V, .

* Therefore, it is a step-up converter.
If there are no losses, we can apply the power balance in the image and derive the relationship between
output and input currents.

The output voltage in a boost converter is always larger than the input voltage. If D = 0, Vout = Vin.

No-losses case

+ input power equals output power:

PIN :Po

VIN IIN = Vo Io

W Vo 1 1
b Vy 1-D D

Iy — D1 —

E

At steady state the converter can be modelled with the ideal transformer in the image. D’ =1 - D.
It is better not to use this model.

CCM waveforms

it 4 A = |AiL ,‘ is(t)y
h_ - — - i ||_ = —
S T B fr——1-F——
0 Ton  Tore ht 0 Ton . Tor i ‘t

<ift)y>=l =ln=lg/(1-D)

IL-IO____:X —
.0 \Il_yj t

lo

<ig)>=1c=0

in(t)

I

lo

- »

< ig(t) >=lg=I-D

0]

<i|3(l)>= Ib=lg

The average current of the diode is Io, so we can easily compute the instantaneous current in the capacitor
by taking the diode current and shifting it down by lo. Then area x must be matched by area y.

Moreover, with respect to the buck converter, in a boost converter the inductor current is different with
respect to the output current. This is important when calculating what happens in DCM.
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Output voltage ripple

AV = AQ _IDT, _V, DT,

| ° B
o, (1-DT, c C R C
U
AV, DT,
« small ripple assumption VvV, RC

* ESR is assumed to be zero

To compute it we have to consider the current that flows through the capacitor in area x of the previous
image (where we are charging the capacitor) and in area y. The charge we are injecting is equal to the

charge we are extracting in phase y. We get that the only contribution to the voltage ripple is due to the
capacitive contribution.

In the formula, delta_Q is either the discharge or charge one, but obviously the discharge one is easier to
be computed (rectangle y area).

With respect to the buck converter, in this case the relative ripple depends on the switching frequency

(Ts) in the first order, while in the buck converter the dependance was of the second order (square of the
fs).

In general, if we want to keep the output voltage ripple small in a boost converter we need to use a
large capacitor with respect to a similar situation in a buck converter.

Parasitic components

1
¥, . ideal ——
I—f 1 1-D
'
! g dueto parasitic
/
‘ elenents
LT e

\

'
\
Vv

1

» The duty-ratio is generally limited before the parasitic
effects become significant

If the D is increased up to 1 I can apparently get an infinite output voltage, but it is not the real case. The
output voltage in the real case drops after 80-85% due to parasitic components.

143



Example of the effect of parasitics: inductor resistance

L R,
— B AA—

+ Current is continuous on R;

+ DC equivalent circuit can be used

Ay Dl
A —
I
K, 3 R

There are also other parasitics like the Rds(on) of the mosfet, the voltage drop across the diode that we
can include. Here we are considering a boost converter and the parasitic resistance of an inductor, and
we are assuming that the parasitic resistance of the inductor is in series with it.

We can isolate the ideal boost converter and keep the parasitic resistance outside it. If we do so, we can
easily take advantage of the transformer model seen for the boost converter. However, this model is valid
only for ideal boost converters working at steady state (DC). However, since we are considering the
parasitic resistance Rp outside the boost converter, we can do so.

R is the load resistance, and we can analyze the i/0 transfer function at steady state by using this
equivalent circuit.

We can move the resistance from the primary side of the transformer to the secondary side. If the turn
ratio is nl:n2 for the transformer, to move the resistance we have to multiply the resistance by the
(n2/n1)*2. Now n2 = 1, nl = D’ and so we get that to move the resistance it will be Rp/D’2.

Also the input voltage generator has to be moved from the primary side to the secondary side, and this is
just the multiplication by the turn ratio.

Converter equivalent circuit

>l

Rp L
A _
I
v, T SR

Refer all elements to transformer Solution for output voltage

secondary: ) using voltage divider formula:
Rp/D?

"D R, D I
ke "R
Mo_ 1 1
Vy Dy, R
D?R

In the end we get a simple voltage divider.

In the result in the blue box we can find 1/D’ that is the ideal DC voltage transfer function multiplied by
a correction term due to the parasitic component. We can plot this function as a function of the duty
cycle as below.
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As expected, the DC voltage transfer function is peaking somewhere depending on the ration between
Rp and R. For Rp/R = 0.1, the peak occurs around 0.85. The larger the value of the Rp, the smaller the
value of the peak and the lower the duty cycle at which the peak is occurring. It is impossible with a
boost converter to get a DC voltage transfer function larger than 4 or 5.

So to get an output voltage that is larger than the input voltage by a factor greater than 5 this is not a good
conversion topology, we need quadratic boost converters.

Use of the transformer model

We can use this model because we are taking the Rp outside the ideal boost converter, but if we want to
consider the Rds(on) and the voltage drop across the diode, we cannot use the transformer model.

If we cannot use it, the workaround is to apply the volt-second balance across the ideal inductor. Of
course we may check if the small current ripple approximation (or the linear ripple one) can be applied.

Efficiency with parasitic components

100% =

0%

BO%

NooS0% RyR=0.1

0%

, Volob 1
l, =ly(1-D)=1,D' —> lem—n—1+ R | x
DZR

The parasitic component is dissipating power because the current is continuous over the parasitic
resistance of the inductor, and the power dissipation by conduction is the product between Rp and the
root mean square value of the current. We expect a reduction of the efficiency with respect to the ideal
value.

By definition, the efficiency is the ratio between the input power and the output power Volo/Vinlin. The
ratio Vo/Vin is known also with the parasitic resistance, while for Io/In we can apply the reasoning used
with the buck converter; the presence of parasitic components doesn’t affect the ratio between currents,
which is lo/In=D’=1-D.

This comes from the fact that I_L = Tin because the inductor is in series with the input. When the switch
is closed, the current flows through the switch, so there is no current in the diode. When the switch is
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open, I_L flows through the diode in the boost converter. Hence the instantaneous diode current i_d is 0
when the switch is closed, equal to the inductor current when the switch is open.

M o
= Ep ‘ L—IL e

i P/’I{
V- - I ‘3&
e
e, BE B
—) b la%
74 $RE l'
| |" To=T(a-»
— =T, (4-»)

In the end, the larger Rp with respect to the load resistance, the smaller the efficiency at a given D.

Moreover, in a real converter the efficiency reaches a peak close to Io = 0 and then it drops. This because
with previous formula x we are just considering the conduction losses, not the switching losses, which
reduce the efficiency at low output current.

BOOST CONVERTER - BOUNDARY BETWEEN CCM AND DCM
i)

Note:
< g#,

da ot cMVapr L vl —ceM
fl,<lz — DCM

using
Vo _ 1
w 1-D
TV, V
==9D(1- note: | =—=2
ke =—3,>D(1-D) e = BT

At the beginning of the switching cycle we notice the current is 0, it reaches a peak value and after Toff
it returns to 0, so we are at the boundary.

The main difference with respect to the buck converter is that for boost converter the output current is
different from the inductor current, and it must be considered when computing the DC voltage transfer
function in DCM.

The boundary happens when the current starts from 0 and reaches 0 at the end of the switching period.
The corresponding average current is called boundary current I_LB.

The average current is the area of the triangle, si i_Lp multiplied by the base of the triangle divided by 2.
i_Lpis delta(i_L), so peak to peak current ripple, which can be written as Vin*D*Ts/L.

It is better to express the boundary current as a function of the output voltage, not a function of the Vin,
because in general the converter is a regulator and so the output voltage is fixed. To do so, we use the
relationship Vo/Vin = 1/(1-D), which is still valid at the boundary CCM — DCM.

The final boundary current is the one in the red box. We can notice that the maximum boundary current
happens for D = 0.5.

If the inductor current is larger than the boundary current, the converter is operated in CCM. Viceversa,
it is operated in DCM.
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Condition for DCM operation

L 1 X
Lty » Boundary if IL:ILB:EAiL:
VO
—Yopr-pT,
. 2L DO
Note: |, = lo
1-D
e L P ] <%D(1—D)TS
ie. (2L _pu_py!
iIRTs j

__________________

> This can also be expressed as: [K <K (D) for DCIVI]

where K=2—L and K_,(D)=D(1-D)?
RT.

s

ont

We start from the expression of the boundary current x. Then the converter is working in DCM if I_L <
I_LB. We can replace I_L with something that depends on the output current. In fact, I_L = Io/(1-D).
Then Io = Vo/R. These relationships can be plugged in the inequality and we get the formula in the blue
box.

It is a condition very similar to the one obtained for the buck converter. The difference is that the Kcrit
for the buck is simply 1 — D, while here it is different. K is a dimensionless parameter.

K and Kcrit vs D

« The conditions for operation in the continuous or discontinuous
conduction modes are of similar form to those for the buck
converter; however, the critical value is a different function of the
duty cycle D.

Ke(D)=D(1-D)’| > maximum K_,, = 4/27 at D=1/3

013

K DM oM

K=K, K=K,

coM

0.05

The maximum occurs for D = 1/3, and the maximum value for Kcrit is 4/27.

To understand if the converter works in CCM or DCM we need to draw an horizontal line corresponding
to the K factor of the converter, the line crosses the Kcrit curve in 2 points defining 3 regions. A first
window has K > Kcrit, so we are in CCM, a second one where still K > Kcrit and an intermediate one
where Kcrit > K, and we are in DCM. So we have two values of Kcrit defining a range of duty cycles,
while in the buck converter we had just one value.

Condition for DCM operation — alternative definitions
The starting equation is always the same. Then, instead of solving the inequality for the K factor we can

solve it for the resistance R or for the inductor.

The inequality for the resistance can be useful when D and L are fixed and we want to understand whether
the boost converter is converter is working in DCM or CCM depending on the output resistance which,
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in turn, depends on the output current (Io = Vo/R). Even if the load is not resistive, we can replace R
with the voltage divided by current absorbed by the load-

« Itis natural to express the mode boundary in terms of the load
resistance R or of the filter inductance L, rather than the dimensionless
parameter K.

e M

» DCM if I <lg= RA-D) <ZD(1—D)TS
RoR, - 2L
D(1-D)"Tg
ie. A2
L<t,, - RRO-DIT,

= These results can be applied to loads that are not pure linear resistors.
An effective load resistance R is defined as the ratio of the dc output
voltage to the dc load current: R = V/I.

STEADY STATE ANALYSIS IN DCM OF THE BOOST CONVERTER

i),
iy — — — g — — — — — — Note:
. 74\ __ / “1o#l,
0] DT, ATs | poly t
« Ts >
V, A, +D V-s balance
Vi DTs +(Viy = Vo)A Tg =0 » —&=—1— onlL
Vin A,
Solving for A;:
D
A =
Ve
VIN

We focus on the inductor current, which has a time period where it is 0 (DCM is possible because we
have a unidirectional device in our converter, the diode).
To compute the DC voltage transfer function we apply the volt second balance on the inductor only when
the current is different from 0, and the ampere second balance on the capacitor.
The result of the volt second balance is delta 1, which we don’t know, and we need to use the other
balance to find it.

_ Vi DT, iu(t)

Lp L ‘ <it)y>=I =y

and

I L =i ﬁ As balance
D=0 " p 2 onC

Substituting i, and 4,

Lol = VnTs D*
D o 2L & B 1
Vin <ipf)>=lp=1lo
Replacing |5 with Vo/R and
2L/RT¢ with K we obtain
° = D= Kﬁ{V—O-q
Vin | Vin

The ampere second balance implies that the average diode current is equal to the average output current.
The diode current is not equal to the inductor current always, because it flows only in the discharge period
in the diode. The average diode current is the area of triangle x divided by the switching period.
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The final equation in the red box provides the D, but it is not very useful because the want the DC voltage
t.f. as a function of D. So we replace Vo/Vin = Mvdc, we square the equation and we rearrange it solving
the equation for Mvdc.

M, —
VO VD VDC \/IN
D= KV_ V__1 = MVDC(MVDC _1) where
IN IN

rearranging:

[ KMioc ~KMype =D = 0] - quadratic equation in My

solving for M, gc:
2
1+ 1+2DR 1+ 1+4D2
fsL K
Mype = 2 = 2

The Mvdc in DCM has a complex dependance on the D and also depends on the factor K (i.e. on the
output resistance and in turn also on the current provided to the load), even if the converter is perfectly
ideal.

Mvdc vs D

M(D.K)

K < K_(D) =D(1-D)2 for DCM

—————————

I

1 1

] 4D | R

A S

\___2__  i(1-Dy
1 — —

Mype: DCM  Mype: CCM

T
0 0.25 0.5 0.75 1

For a given D, Mvdc in DCM is larger than Mvdc in CCM.

DCM waveforms

<1D(t)>=|D=|D

Ts <igt)y>=1Ic=0
To compute the instantaneous current flowing in the capacitor, ic(t), we simply move the current id(t)
down by Io and there must be a balance of areas, because <ic(t)> = 0 at steady state.

149



The v_s curve indicates the voltage across the switch; when the switch is closed, the voltage is 0, when
the switch is open the voltage is equal to Vo in the first time period, because there is still current in the
inductor making the diode becoming on and a short circuit. Then when the current in the inductor reaches
0, there is no more current in the diode and the voltage v_s collapses to Vin, because if there is no current
V_L = 0. In reality, in the second phase x we should have some ringing due to parasitic capacitances and
the resonance between the inductance and the parasitic capacitances.

i is
lom Ism v,
L
Io=1Ip Is — _— -
0 > 0 >
DT T t DT T t
7 Vs
v DT T
0 ' ¥ Veu=Vo
Vi-Vg SR I .
Vou =-VYo L v
X

<)
~Y

DT

-~

Example on the use of the Kcrit curve — 1
Regulated means that there is a feedback circuit that keeps the output voltage to this value. We need to

BogsTT ) Kear
: PN,
Vy = 12236V b IR aE
Vi =48V (kcwm:m)
Rl = 120w

)
Ul s 1D R 7 1 b

understand which are the worst conditions. As far as the output power is concerned, the worst concerned,
the worst condition is the maximum output power, which means minimum output resistance and
maximum output current. If the converter is working in DCM for the maximum power it will be working
in DCM for any power smaller than the maximum power.

As for the resistance, the worst condition is the minimum one, as said. We want that at the worst

condition the converter is operating at the boundary between DCM and CCM, so that it will be working
in DCM for any other condition. At the boundary, Vo/Vin = 1/(1-D) is still valid.

Koes1T coNbDIiTions

\/L 19 v
Kip = Yoo = 1928 o
F"'hﬂ‘)a /0,2)
(R2aUn DAD—V (C/Y/Dc,7 — \/.> AT TS TS \
AR 025
AZELY

So the duty cycle ranges from 0.25 to 0.75, and I put these values in the curve. When K < Kcrit, the
converter is in DCM. This inequality must be considered at the worst case, i.e. Kmax < Kcrit(D),min. If
this inequality is satisfied, the device is working in DCM in any condition.

Kmax = 2L/(Rmin*Ts).

Kecrit,min = 0.75*(1 — 0.75)"2, it happens at the maximum D.

The result is L < 4.5uH, for this values the converter is operating in DCM.
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Example on the use of the Kcrit curve — 2
Soesi

VoTer 236V
Ve =48V (Recvedreo)

ﬁjm too W
3;7: loo K He

Again, we have to understand the worst condition for CCM, which occurs for the minimum output
power, because if we increase it the resistance is going to reduce and therefore the converter is going to
work in CCM. Again, we want to put ourself at the boundary between CCM and DCM at the worst
condition.

The condition for CCM is K > Kcrit, but K is not fixed, it varies, so we rewrite it in the worst condition.
So Kmin > Kcrit(D), max.

Wo R sy Cor PITI ons
2

Krm/k s \{1_ = 38
3 PUJnu . 92>
o= A_ D= X
Vi l-p N PSS

K P Keakle) Rk > S (R) ‘mr
The maximum for Kecrit in this case, between 0.25 <D < 0.75, occurs for D = 1/3 and Kcrit = 4.27

2L S S RALEE T :
_,Z::;’,‘rs /27, Lz 9/2}_ {7‘ > D/,«H
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BUCK-BOOST CONVERTER

CCM ANALYSIS

Output voltage

Viy Vo | is reversed!
+

« DC voltage transfer function may be derived from volt-
second balance:

+ average voltage across inductor is zero in steady state

1% vt vt
VL — IV(t)dt _ _Llon-on Loff “off
Ts 3 T,

S

=0

The BB converters are able to produce an output voltage that is reversed in sign with respect to the input
voltage. In order not to bring the minus sign in all the calculations, the output voltage is taken positive in
the opposite direction with respect to the buck and boost converters.

As in a boost converter, in a BB converter the input current is pulsed, because when the switch is off there
is no current in input, while when the switch is on the current is I_L. This in general it requires an input
filter.

Ton
— Equivalent circuit when
= AL Vo the switch is ON and the
+ diode is OFF
Reverse b\ased: thus the
diode is open
+ Switch closed for t,,=DT, seconds
* Vign = Vin
VLonton = VIN D TS
Toff

Equivalent circuit when
the switch is OFF and
the diode is ON

i continues to flow during t,, thus the diode is
closed. This is the assumption of “continuous
conduction” in the inductor (CCM).

+ Diode conducting for t =Tt , =T,(1-D) seconds

" Vier = Vo

Vi tor =—Vo(1-D)Ts
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Transfer characteristic

T, 4 ‘
VL — ijv(t)dt — D)’S/ Vin (1 D)% VO -0
Ts s x
Vo '(1_D)=V|ND
The input/output equation b Vo_ D D
e input/output equation becomes A 1T D0 D
_ 1D
From power balance, V|, =V;slg , so Ii -5
N

« The magnitude of V5 can be higher or lower than that of Vy
depending on the value of D

= The sign of Vis reversed with respect to the sign of V

No losses

* input power equals output power:

PIN :PO

VlN IIN = Vo Io

k. Vo D D

Vi 1-D D'

lo

The dot convention highlights that the two are in the opposite positions, meaning that the output voltage
is reversed.

CCM waveforms

b———+ ——————
D TDNT i TOFF
s
<it)>=1.=lo/(1-D) <igt)>=ls=Iw=1D
ic(t) io(t)
) pe—— R
h%———¢\r——3\_ w1 Jb__1L.
0 | "t of "t
lo
<ict)>=1c=0 <ig(t) > =Ip = 1o=I(1-D)
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Output voltage ripple
The ripple is quite similar to the one in the boost converter.

« small ripple assumption AV, DT,

«ESR is assumed to be zero vV, RC

Parasitic components

) D
el T
;

% = with parasitic elemants

» The duty-ratio is limited to avoid these parasitic effects
from becoming significant

If we consider the ideal characteristic, and we consider the point D = 0.5, if the converter is working with
D < 0.5, Vo/Vin is smaller than 1. While if D > 0.5, Vo/Vin > 1. So not only it can reverse the output
voltage, but in absolute value it can be larger or smaller than the input voltage depending on the value od
the duty cycle. It is similar to the SEPIC converter, but the SEPIC is not inverting.

BOUNDARY BETWEEN CCM AND DCM

iL(t)

Note:

.
00 Ton ’I’r Tore "t lo#l,
E]

<i(t)>=ls = lne

Ifl,>1,3 — CCM
o =i, =i, =2 Vmpy, o e
27 T2 T2 Ifl,<ls — DCM

using
Yo _ D
Vi 1-D
T.V, : A/
=5 0(1_ te: | ===
ILB 2L (1-D) note LBrnax 2Lfs
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Condition for DCM operation

i(t)

L

> Boundary if | =14 :%Ai

(¢}

i Note: | =

: 4 1-D
Ts
> DCMif | <l, = R(’;’OD) < );—6(1—D)TS
e | 2= (-Dp |
{RTs g

(D) for DCM]

crit

where K:% and K, (D)=(1-D)

S

Other definitions for DCM

« Itis natural to express the mode boundary in terms of the load
resistance R or of the filter inductance L, rather than the dimensionless
parameter K.

. . X, 1 A
» DCM if IL <|LB:>R(1—3D)<EILB =2—E(1—D)TS
R > Rcr\l = 2—L2
(1-D)Ts
i.e. N2
e, -RODIT,

+ These results can be applied to loads that are not pure linear resistors.
An effective load resistance R is defined as the ratio of the dc output
voltage to the dc load current: R = V/I.

STEADY STATE ANALYSIS IN DCM

\Y/

Note: iy = %DTS
* log?#lis and l
b =lo = in% e "
Substituting i_, and A, ‘ b — Kf -= :I\
VDT -V AT =0 — ﬁ:R Zr.wSLbalame = :VIN_zTSD_Z o‘flo_ O — _7
Vin & oo 2LV, | <ipft) > =lp =g
Solving for Ay Replacing |, with V/R and
Viu 2L/RTs with K we obtain V, D
M0y, => | K

Let’s compute the DC voltage transfer function in DCM for a BB converter. We can apply an energy
balance or power balance; in a converter in DCM, the current in the inductor increases when the switch
is on until we reach a peak. When the switch is off the current decreases and reaches zero before the
period is over.

\, ? e
0 C ST 7l
3 15 Cﬂn) Vo (%
% r4
5
TS
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If we look at the schematic, initially there is no energy stored in the inductor, I close the switch and the
energy starts to build up in the inductor because the current is flowing. The final energy stored in the
inductoris Y2 * L * i_Lp"2.

When the switch is open, the current flows in the opposite direction in the inductor following the direction
of the diode until there is no more current in the inductor.

From an energy point of view, the energy that initially was stored in the inductor is fully released to the
load. So in a BB converter in DCM we are alternatively charging the inductor and discharging it.

This occurs once per cycle, so if we multiply the energy by the switching frequency and we assume that
there are no losses we get the output power.

fo

[l

L

The energy that is stored in the inductor is transferred to the output.
Since i_Lp = Vin*D*Ts/L, we substitute in the Po formula and we get the Vo/Vin.

: 2 =
j'L %ff XSW i ﬁ’ = ve ‘
7 s
(Y= Y%= Dbi
) i
72 2 2 = 2
Ak MW.QJE“AﬂM = /e
2 | X
l/u =P &T_s = e
V. — e _t
//'J 75 A l/K

The same result will be obtained in the case of the Flyback converter, which is nothing else than the
isolated version of the BB converter.

Mvdc vs K
5
I
45|
i D=-0.8 Mo = Vo
I vDC — V
35( 11 CCM IN
I\ 0.75
3k
§ 25 07 ] IO
= =K
¢ ' 7oL
15 < 06 . ’ s
, N 05
oM ‘ 0.4
0.5 T 0.2
00 OTZ 0‘4 O:G DTB - 1
Io/(Vpl2f,l)
Waveforms
10 <v)>=V, =0 inft)

i) ic(t)

A ——— — -

0 e o t 0 Tt
Ton T T, lo
Ts <igt)>=1c=0
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Summary of CCM — DCM characteristics

Table 5.2. Summary of CCM-DCM characteristies for the buck, boost, and buck-boost converters

Converter DCM M(D,K) DCM D.(D,K) CCM M¢D)
2 K
—_— = M(D,
Buck 1+V1+4K/ D* R D
2 K 1
Boost Liy1 4Dk K mpx) -5
D _D
Buck-boost VK VK 1-D

K=2L/RT.  DCM ocans for K<K,,.

In the next plot, the characteristics of the three converters are displayed. Above the Dcrit the converter is
in DCM. The characteristics are not linear.
The only peculiarity of the boost converter is that we have two values of Dcrit that identify where the

converter is working in DCM.

We also notice that for the BB converter the characteristic is linear because in DCM it the t.f. is directly

proportional to D.

Vo/Vs

K < Ky (D) for DCM|

Boost converter

2L
Boost: D,,(1-D,, ) = RT,

2L

Buck /boost: (1-D_,)* = R_TS

2L

Buck: (1-D_, )= —
( cnl) RTS

Duty ratio D

See ‘optional reading material’ for further optional notes on the buck-boost converter.
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VOLTAGE REGULATORS

So far we have considered converters, which are operated in OL, without a feedback. The problem is that
if the input voltage changes, also the output voltage changes because we don’t have any feedback.
Moreover, if the load current changes, the output voltage changes, so feedback is required.

A DC/DC regulator is nothing else than a DC/DC converter with a negative feedback.

Power Switching converter Load
input

There are
disturbances: L
. 1‘,,,(11C
+inv,(t)
«inR -
There are transistor
Lo gate driver
uncertainties:
* in component
values S04 ’
inVy

« inR

= USSR

8(1)

In open loop, the gate controller is controlled with a PWM. If the converter works at steady state in CCM,
Vo = Vin*D, where D = Vc/Vst (Vst is the sawtooth voltage).

The problem of the converter operated in open loop is that if we have a perturbation or disturbance on
the input voltage, it is presented also on the output voltage, which cannot remain stable. The same
happens if the load is not constant and we consider the parasitic components. In fact, the DC voltage
transfer function depends on the load current and load resistance, so if we change the load we have a
variation or fluctuation of the output voltage.

In general, we want a stable regulated output voltage.

ADDITION OF A FEEDBACK LOOP

Power Switching converter Load

input
1 E11) - Voltage mode
T i control

sensor
5/ |gm‘u
V| = Ve

l%
]

]
1
1
| compensator
1
]

reference
v

Error Amplifier

Negative feedback: build a circuit that automatically adjusts the duty
cycle to obtain the specified output voltage,
regardless of disturbances or component
tolerances.

We measure the output voltage, that is the variable we want to control, this variable is multiplied by
sensor gain, this output is compared with a reference voltage, the error is then amplified by an error
amplifier compensator, and the output of the error amplifier will be connected at the input of the PWM
to close the loop.

This simple control system is called voltage mode controller, because we are controlling the output
voltage of the DC/DC converter. There are also more complex control system such as the current control,
where we are controlling at the same time the current in the inductor and the output voltage.
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When we use this simple controller, if we assume the loop t.f. is stable and the LG at 0Hz is infinite. In
this case, the error signal tends to 0 making Vref = H*Vo, where Vref'is a constant and H is the DC sensor
gain.

Negative feedback

= DC-DC
Y Converter RL% YO

e
12R A VR = Veee
i i o,

f—H R, i Ry e

Circuit ] 2
B Vo Vo - (45
Vil T o <hee ( 2

« The control circuit compares the feedback voltage with the reference voltage,
generates an error voltage, amplifies it, and adjusts the duty cycle to keep the
output voltage V, constant.

» The load current |, may vary over a very wide range: loi, < lg < lomax-
Consequently, the load resistance R, = V/l, also varies over a wide range:
Rimin= RL = Rimax

« The input voltage of a voltage regulator is usually unregulated and can vary over a
wide range: V|, <V, < V,... For example, the dc input voltage in
telecommunications power supplies is 36 < V, < 72V with a nominal input voltage
Vinom = 48 V.

We use a voltage divider because in general the Vref is generated inside the control chip by using a
bandgap voltage generator, which produces a reference voltage typically around 1.2V, and this voltage is
independent on voltage and power supply. So if we want higher voltage we need R1 and R2 to increase
it.

STATIC CHARACTERISTICS OF VOLTAGE REGULATORS
There are static parameters and dynamic ones to understand how good a regulator is. The static
parameters are two: line regulation and load regulation.

Line regulation
It is a measure of the regulator’s ability to maintain the prescribed voltage despite the variations of the
input voltage.

7 Line regulation, which is a measure of the regulator’s ability to maintain
the predescribed nominal output voltage Vo, Under slowly varying input
voltage conditions.

o = Const
Vo Ta = Const
Actual
v Ideal
Onol — AVO
«— AV —>

o L1 1 I >
Vimin Vinom Vimax Vv,

+100%

lg=const

An ideal regulator would show an output voltage Vo perfectly constant, independent on Vin. In real life,
in general when we increase the Vin, even if the system has a feedback, the output voltage slightly
increases. For the line regulation, we have the input voltage in a certain range, and in this range we
measure the minimum and maximum output voltages. The percentage line regulation is as in the formula.
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This measurement is performed keeping the output current constant. The smaller the percentage of line
regulation, the better the performance of the regulator.

To get a good line regulation we need a stable feedback loop and high loop gain in DC, in principle
infinite.

Load regulation

It is a measure of the regulator’s ability to maintain a constant output voltage (around the nominal one)
in case of slowly varying load conditions. In reality, there is a drop of the output voltage with the
increasing output current.

To define %LOR we change the output current provided by the regulator from a minimum value up to a
maximum one and we measure the corresponding output voltage. Once again, the previous consideration
on the feedback loop holds true, and of course the load must be stable.

» Load regulation, which is a measure of the regulator’s ability to maintain
a constant output voltage Vg, Under slowly varying load conditions over
a certain range of load current.

V, = Const
VoA T, =Const
Vo _ Ideal
VO(mInL) _“"':‘ “~~.__ Actual
i -“‘-‘-
VoFry F---- ifﬂﬁﬂﬂﬂﬁ—:—j
i |
0 ! ‘ >
lomin lomax Io
V minl) V
%LOR = 2ot O9F) +100%

O(FL) VjN=const

DYNAMIC CHARACTERISTICS OF VOLTAGE REGULATORS
We have two waveforms to define them, the line transient response and the load transient response.

Load transient response

It is the time response of the output voltage upon the application of a step variation in the load current.
The switch is open or closed, and if open R2 isn’t doing anything and the load consists of R1. Viceversa
if the switch is closed, the load is R1| |R2, getting a larger load current because the overall resistance is
decreased. So we get a step variation of the load current between the two situations.

» Load transient response, i.e. the response to a step variation of the
load.

io

meax -----------------------
k) Alp
. -
v, Voltage ; =) § e 0 r’
- Regulator o :_‘ + (a)
= Vinom @ vas
f Vo

(b) t

Then we have to measure the time transient of the output voltage (b). Upon the increase of the output
current the voltage in output reduces and the, due to the presence of the feedback it goes back to the
original value.

160



We want to have a small value for the undershoot and a small settling time. The faster and the smaller
the peak, the more ideal the regulator.

Which are the parameters of the feedback loop that enters into play to have a small setting time and a
small amplitude for the undershoot?

If we assume the system is linear, v_o(t) output response of the system is the inverse Laplace transform
of the output impedance multiplied by the variation of current delta_I over s. In general, the undershoot
is determined by the ESR of the output capacitor, so there is not much we can do.

However, the settling time strongly depends on the frequency response of the Zo(s), output impedance
and its BW. BW and amplitude of the closed loop output impedance are related to the closed loop gain,
so to get a fast settling time it is better to have a large phase margin (to prevent ringing).

Line transient response
We apply a step variation of the input voltage and we measure the corresponding time transient on the
output voltage. We still get an overshoot and an undershoot in the opposite direction. Also in this case
the loop gain has an impact.
» Line transient response, i.e. the response to a step variation of the line
voltage.
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How to design the feedback loop?

« The first requirement is the development of a dynamic model of the
regulator.

+ A modelis needed to perform the the dynamic analysis of the
feedback system and eventually to design a suitable controller
(compensator) for optimal dynamic performance.

« The dynamic performance includes the loop gain, frequency-
domain transfer functions (output impedance, audiosusceptibility),
and time-domain transient responses.

Firstly we need to develop a dynamic model for the regulator, we cannot replace the regulator with a t.f.
because it is not a linear time invariant system.
Once we have the model, we can design the LG.
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MODELING THE DC/DC CONVERTER

CHALLENGES

» Dynamic analysis is the main issue with the dc-dc converter.
» In general, dc-dc converters are nonlinear, time-varying systems.

» Conventional circuit analysis techniques are mainly intended for linear
time-invariant (LTI) systems and therefore cannot be directly applied to

dc-dc converters.

« While certain analytical methods are available for nonlinear systems, the

analysis becomes overly complicated when adapted to dc-dc converters.

The goal is trying to convert a nonlinear time-varying system in a LTI.

The approach
» We introduce a modeling technique that eventually provides
a small-signal model for the switching regulator.

= The small-signal model is a linear time-invariant (LTI)
circuit model to which all the standard circuit analysis

techniques can directly be applied.

» The small-signal model is used to design a compensator so that

closed-loop static and dynamic voltage regulation meet the specs.

Note: we will stick to CCM operation mode!

SMALL SIGNAL MODELING OF A SWITCHING REGULATOR

PWM L] Power 1 Vo
Modulator :: stageafilter : >
" |
i T 1
Vst 1 1
1" |
Sawtooth |11 o vy |
generator |1 1
i 1
_______ Tt T

» The regulator is divided into three functional blocks: power stage, PWM
block and ¢/A-compensator (controller).

« First, each functional block is transformed into the respective small-
signal model using a suitable modeling technique.

» The small-signal models of the three functional blocks are later merged
to yield a complete small-signal model for the closed-loop converter.

The system is a generic DC/DC converter with a feedback loop and we will split it in three different
blocks as in the image. The red block includes the DC/DC converter, the power stage. The blue block
includes the PWM and the green block the error amplifier, which is a simple inverting amplifier. The
green box is per se a LTI, the blue box too (under certain limitations), the red box not.
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POWER STAGE MODELING

« Exploit the averaging technigue to develop an AC equivalent circuit
model that describes converter responses from the duty cycle d and
the line input v;, to the output voltage v,

Nonlinear Nondi
time-varying oniinear

power stage dynamics time-varying system

‘ Averaging ‘.::) g
Nonlinear Averaged X
o | | S | Noriesr
power stage dynamics time invariant model
L‘Q J

Linear Averaged time-domain
time-domain = dynamics under
small-signal model small-signal excitation

comrion |
s-domain s-domain > Loop-gain analysis,
small-signalmodel = Iraiz:\e‘:rlj;ac%iws compensator design
We are considering the converter, because we are focusing on the power block, so diode, transistor,

inductor and capacitor. The one in the image is the methodology we can use to develop a small signal
dynamic model. We will exploit the averaging technique.

Linear,
time invariant model

We start from a nonlinear time varying system. After the application of the averaging we get still a non
linear mode, but time invariant. To transform it into a linear system we perform a linearization around
the point of operation of the converter. The last step is to move from the time domain to the Laplace
domain.

Once we have a Laplace domain small-signal model we have a t.f. that describes the operations of the
DC/DC converter. Then we have to design a controller in feedback to obtain the desired CL
characteristic for our system.

If we have the desired CL characteristics for the regulator, the thing we have to do is to, once the model
for the DC/DC converter is found, convert the CL specifications into OL specifications for the loop t.f..
Then we have to shape the t.f. to get those specifications. Since the loop t.f. is the product of the
feedforward t.f. and the feedback t.f., we can get the corresponding t.f. for the feedback.

+ The method of averaging is first applied to the time-varying power stage

dynamics, providing a time-invariant average model.
= In general, the average model is a nonlinear.

= As the second step, linearization is invoked to deal with the nonlinear

relationships incurred during the averaging process.
= The linearization produces a linear time-invariant small-signal model.

+ As the last step, the time-domain small-signal model is converted into a
frequency-domain, or s-domain, small-signal model, which provides transfer

functions of power stage dynamics.

Essential steps

«+ Averaging to remove the time-variance from power stage dynamics

+ Linearization to approximate a nonlinear function into a linear
relationship under small-signal assumption

Yo
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Averaging power stage dynamics

dTs (1—diT, t

= Method of averaging produces smooth waveform i, (t) that follows the
time-averaged trajectory of the actual inductor current waveform 7,(t).

« Two well-known averaging techniques are state-space averaging and
circuit averaging

The average is not from -inf to +inf. We want to get rid of the ripple because it isn’t bringing any useful
information as far as the dynamics of the system are concerned. What we do is to apply a moving average
over a switching period.

There are two averaging techniques:

- State-space averaging

- Circuit averaging
The final result of the two approaches is the same, but in the former we need to write the state space
equations and apply the averaging to them in order to get a LTI, while in the latter the averaging is
performed directly on the circuit.

CIRCUIT AVERAGING

Circuit averaging: rather than averaging and linearizing the converter state
equations, the averaging and linearization operations are performed directly on the
converter circuit i.e., all manipulations are performed on the circuit diagram, instead
of on its equations.

The resulting average power stage model produces the continuous circuit
waveforms that follow the original waveforms.

+ Consider a buck converter operating in CCM :

a[ o o . |c , rYLYY\ * Switches combined ir? a
i t three-terminal device:
- a: active terminal
Vin Ci) ’ ’ CA~ RSV, - p: passive terminal
P - ¢: common terminal

Buck converter

Let’s consider for instance a buck converter in CCM and we want to apply the circuit averaging. The first
thing to do is to identify the switch network, which is the network in the blue box. For simplicity, the
switch is considered ideal and so the diode.

The switching network is a two ports network, that is fully characterized by 4 variables, v1, i1, v2, i2.
Two of these variables can be considered independent variables, the other two are dependent variables
on the previous two.

Introducing the switching function

Subscript a identifies the active terminal, p the passive terminal connected to the diode and c is the
common terminal to the active branch and passive branch.
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i_a is the same current i_c, which is instead forced by the inductor, and v_ap is forced by the input voltage
generator. So it is easier to consider the i_c and v_ap as independent variables.

Ch ST TN e
a0 e Loaw
I T E | 1
Vin : Vap (1T A VJ ] = RV

! p : 0
1 , _ 1 |
| - 'ldT‘S k
“switch network” Ts

+ PWM switch equations:

. . 1 forO<t<dTg

i

] 1 P —

) Ver = Vap q(t) ! 0 fordTg<t<Tg

boa =ieealt) ! o

N ) and V= Vins o= L

q(t) is known as “switching function’

The dependent variables will be i_a and v_cp. Now we need to find the relationship between the
independent and dependent variables, which is the result in the red box. q(t) is the switching function,
which identifies whether the switch is open or closed. When the switch is open, the current that flows in
the inductor in CCM forces the diode to close, and the diode is ideal.

As for the second dependent variable i_a, when the switch is closed, the diode is open and soi_a =1i_c,
but when the switch is off, 1_a = 0.
So we have identified a switching network and defined 4 variables.

Obtaining a time invariant circuit topology

Once we have identified the switching network and the dependent variables we can redraw the circuit so
that it is described by a time invariant topology, meaning that the topology of the circuit is not depending
on the state of conduction of the switch. In fact, previously the circuit topology was changing depending
on the state of conduction of the switch.

Now we replace the switch network with a current and a voltage generator which are reproducing the
dependent variables.

= Key step in circuit averaging: replace the PWM switch with voltage and
current sources, to obtain a time-invariant circuit topology.

= The waveforms of the voltage and current generators are defined to be
identical to the switch waveforms of the original converter.

* No approximation made so farl

So at the input we have replaced the switch network with a current generator generating a current i_a,
which depends on i_c, and at the output we have replaced the switch network with a voltage generator
generating a voltage v_cp.

Now the circuit topology is a time invariant one, there are no more switches.
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The two voltage and current generators are generating exactly the current and voltages we can measure
on the circuit with the switch, there are no approximations.

Average all the waveforms over Ts
Once we have written the time invariant topology, on that topology we apply the average. Any variable
that we can see in the circuit is averaged using a running average.

R 170(1)
| l [(x(t))TS =X(t) = Tis f_& x(t)dr]

+ Basic assumption: the natural time constants of the converter are much longer than
the switching period. In this case, the averaging operation does not significantly
alter the system response.

» Averaging over the switching period T, removes the switching harmonics, while
preserving the low-frequency components of the waveforms.

« In general, averaged variables are slowly-varying functions of time.

« The linear circuit components, including voltage and current sources, inductors,
and capacitors remain invariant during the averaging process.

Running average is defined as in the red box.

The basic assumption that we are making applying this average is that the natural time constants of the
converter are much longer than the switching period. The meaning is that applying the averaging doesn’t
change the dynamic behaviour of the system, it only removes the high frequency ripple.

This assumption is always met in the real world because when we design L and C to have a small ripple,
having a small ripple means that this assumption is automatically verified.

Averaging the switch waveforms
moving -
V(1) =V, (t)-a(t) average v
i,

X
LO=i0-a)

1 ot based on the assumption that the
with  |d(t) = T_-[‘ . q(t)dt circuit variables are slowly varying with
s B respect to q(t)

+ d(t), i.e. the moving average of | ’ n ‘ , ‘ | ‘ : ‘ ‘ ‘
the switching function q(t), . Ut IRINIRI
is called continuous duty ratio. A i

We start from the PWM switch equations x ad we apply a moving average over a period Ts. What we
get are average values. The important step is that, assuming that the circuit variables are slowly varying
with respect to q(t), the average of the product can be replaced with the product of the averages.
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Again, this is verified if the natural time constants of the circuit are much larger than the switching period
(always true in a well-designed system).

The running average of q(t) is called continuous duty ratio.

After the averaging we can write the average v_cp(t) as the average of v_ap(t) and the continuous duty
ratio, and the same for the average i_a(t).

In the final two equations y we can replace the average current and voltage generators with a simple ideal
transformer, able to transform both AC and DC signal, whose turn ration is 1:d(t).

As a final result, after the averaging we have replaced the switch network with a model, that is the ideal
transformer, and this model provides a NLTI. The problem is that the model is still nonlinear, because

there are still the products of functions depending on time.

Averaged model of the buck converter

» Note: the averaged model of the buck converter could be derived
considering the PWM switch as a standalone individual device.

» This idea is the basis of the so-called “averaged switch modeling”

There is a second possible approach. In fact, we identified a switch network, performed the averaging
steps on the switching network and in the end we plugged the model in the buck converter.

Instead of focusing on the converter and do all these passages applying the average everywhere, we can
try to extract from the converter (any converter) the switch network, average the switch network and once
we have averaged the switch network and obtained a model, we put the model back into the original
converter. This approach is called averaged switch modelling.

AVERAGED SWITCH MODELLING

+ The central idea of the averaged switch modeling approach is to find an
averaged circuit model for the switch network. The resulting averaged switch
model can then be inserted into the converter circuit to obtain a complete
averaged circuit model of the converter.

+ Animportant advantage of the averaged switch modeling approach is that the
same model can be used in many different converter

+ Three basic converters

a % c, mm
x L a: active terminal
Vin @ C= RV p: passive terminal
p| ¢: common terminal
Buck converter
i L
L c
™ o ¢ _
cti
@V.. (= R 3v, Vi ) C= R3v,
a 4
Boost converter Boost/boost converter

We identify the switch network in all the three converters, the one that includes the switch and the diode.

167



We extract the switch network, perform all the averaging operations on the extracted network and then
we plug back the final model.

+ The active and passive switches in the three basic converters can be lumped
together in a single-pole, double-throw switch called the PWM switch

+ All the elements outside the PWM switch are linear passive elements which
provide filtering, whereas the PWM switch is the only nonlinear element which
performs the de-to-dc conversion process.

—
h "
a ia OdKX i c
a— o o ¢ e
Q
Vap i Vep
Closed P
Ql—lc”’i
dT, 1-dT, p P
PWM switch

We end up with a single pole double throw switch (x) that represents the switch network including an
active switch (mosfet) and a passive switch (diode).

Averaging steps

replace SPDT switch
. i) with voltage and current
a2y qd S5 ¢ generators
+ d') +
\’apm V;p(t\r ch(t) = Vap(t) : q(t) X
- I, (1) =1.(t)-q(t)

p

Note: this set of equations for the terminal currents and port voltages of the PWM
switch is independent of the particular converter in which the PWM switch is
implemented in.

moving ) repléfing !' a B0 g c \E
~ . i i

average cp(t) ~ Xap(t) d(t) i !
ovmls L) ~T0-d) | e i
- |

The PWM switch can be replaced by a time invariant topology which is defined by a current generator
and a voltage generator. Set of equations x is independent on the type of converter we are using.

Then the moving average is applied to the time invariant topology and the PWM switch can be modelled
with an ideal transformer with turn ratio 1:d(t), where d(t) is the running average of the switching
function.

The model is still nonlinear, but it can be plugged in all the converters paying attention to the correct
positioning of the active, passive and common terminals (next image). For instance, the boost converter
has the active switch grounded, while the common terminal is always connected to the inductor. Instead,
the buck-boost has the switch in series with the input.

If the duty cycle was fixed and not a function of time d(t), the averaged model is already a LTI.
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+ The average models are simply obtained with a pin-to-pin replacement of the
active-passive switch pair with the average model of the PWM switch.

1adin) L mLm

* Buck V. C

Al
=
<l
o

+ Boost

» Buck-boost

This network is still nonlinear. The last step will be linearization.

RESPONSE OF THE AVERAGE MODEL

Switch model response Average model response

o imem

q(t)
AN N ¥

\|
7l

We are investigating the response of the model to a step variation of the input voltage. On the left we

have the original converter with the ripples on the inductor’s current.

Practical example — Buck converter

Switch model response Average model response
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In this case the duty cycle D is modulated in a sinusoidal way.
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Practical example
Once again it is a buck converter.

= i
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* v, is modulated sinusoidally: v (t)= V. + V., sin (2 7 ft)

+ the modulation frequency f,, is much smaller than the
converter switching frequency f

The switch is drive with a sinusoidally modulated control signal v_c. In general, the control signal is not
a sinusoidal voltage, but it comes from the feedback.

The frequency of the modulation is much smaller than the switching frequency. The converter waveforms
are the following ones.

= q(t)
LU if H=1 and L=0
e.mvo(t)
al §
sl " ripple is
T o a0 o o _, hegligible!

The blue line is the sawtooth voltage waveform and the red line in the same plot is the control signal.
The duty cycle is modulated according to the sinusoidal signal. Then the output voltage v_o(t) is the
superposition of a DC value and the modulation. Of course we also have a ripple on the top of it. The
amplitude of the modulated output signal is 2.4 with respect to the DC value, and it is not a surprise
because it is 12/5, and 5 comes from the ratio between amplitude of the sawtooth voltage and the control
voltage AC amplitude (1V/0.2V).

OUTPUT VOLTAGE SPECTRUM

DC component Switching n,, Switching
and modulation frequency harmonic and
frequency and sidebands sidebands

AN A

I TTT an

ol 7, fe 7~ nf,

i

+ Assuming that the converter duty cycle is sinusoidally modulated at a frequency
f.«f., the output voltage consists of a low-frequency component <v (t)>, plus a
high-frequency switching ripple.

+ The low-frequency component of <v,(t)> contains a dc term V, and a spectral
component at the modulation frequency f.

+ The high-frequency content contains the switching frequency f, and its harmonics,
as well as all the modulation sidebands originating from nonlinear interactions
between f, and f, components.
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There is a DC component, a modulation component at fm plus a series of
harmonics. At the switching frequency fs there is the switching
harmonics, and also at the multiples of the switching frequency. There
harmonics are at a frequency far away from the DC region, and they are
producing the ripple, but we are interested in the underlying low
frequency behaviour of the system.

Frequency response of the moving average filter

To remove the switching harmonics we can use a simple moving average
filter, which has notches at fs and multiple of fs to kill the harmonics.
We also preserve the low frequency component.

This moving average is just a conceptual step in the development of the
switch model, because this operation is intrinsically done when we
replace the switching function with the continuous duty ratio function
d(t).

Averaged waveforms
gate drive signal

= q(t)
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However, we still have the problem of nonlinearity.

LINEARIZATION OF NONLINEAR FUNCTION

We linearize the model around a linearization point and assuming small signals > we will develop a

small signal linear model around an operating point.

We start by writing any average variable, either a current or a voltage that we have in the circuit, as the

sum of a DC value X and an AC signal x_tilde.

For simple algebraic nonlinear equations, the small signal model can be obtained by plugging the
variables rewritten in this way into the nonlinear equations, separating the DC terms and AC terms, and

then by dropping the high order terms.
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« Linearization is invoked to deal with the nonlinear relationships incurred
during the averaging process. Linearization produces a linear time-
invariant small-signal model describing the averaged time-domain
dynamics upon the application of a small-signal excitation.

» An averaged variable (voltage or current) includes a DC component and a
small-signal AC component

[(x(t))TS —X(t) = X + x]

- For simple algebraic nonlinear equations, the small-signal model can be

found by:

= evaluating the nonlinear equation with the variables consisting of DC
(steady-state) and AC (small-signal perturbation) components

equating only ac components of the input and output variables.Linearization
is accomplished by perturbing and linearizing the averaged model about a
quiescent operating point

retaining only the first-order, linear terms.

Graphical interpretation
We want to linearize the parabola around a generic point X.

\ / vey=100- 3 &
\ / dxl, x
\ AN — ) . of
\fog= R y=K-X| withK= axl

/

« Example: linearizing y = x2 around a generic X

Y + y=(X+xP=X> + 2Xx + %
YooY Y - Y

DC ac DC ac 2nd order term

— linearized ac equation

The result obtained using the derivative could have been obtained in a simpler way by plugging the values
y and x written as the superposition of an AC value and a DC component. The simplification of the
second order term can be done if the amplitude of the perturbation is negligible.

We can apply this approach to our model (still using the previous example). For the control signal the
DC level is the dashed one, and the AC component is the amplitude peak to DC dashed value. The same

for the output voltage.

(MM, — |
i~

1.00
ﬂ8)|

oao] V(. .‘.“Hl‘ ,;_...,\‘_t
w'mﬂ{vg i

0.00

il

1.00
0.80

0.60

040/ Id
0.20 ID

0.00

Time ims)

172



LINEARIZATION OF THE AVERAGED MODEL

v, () =d(t)- v, (t)
() =d(t)-T.(t)

« Linearization
Vy,=d-V, =(V,, +\7rcp)=(D+a)-(vap +V,,)
v = DVap + Vapd + D\"Iap + oV,

DC ac j

DC ac ac 2™ order

P

V,=V,d+DV,| acequation V, =DV,

cp ap ap cp ap

L=d L=, +i)=(D+d)-(I, +i)

=DI_ +|ca+DTC+>(

ac equation I, =Dl

This is the final linearization procedure.

We start from the averaged model where the nonlinearity comes from the fact that v_cp is d(t)*v_ap(t).
The second order terms can be dropped. The final step is then plugging the linearized equations inside
the model, as below.

+ ac equations of the PWM switch
V=V, d+DV,,
i, =1d+Di,

« Circuit model for ac equation: PWM switch model

Vap §

In the transformer there is no more d(t), but the turn ratio is 1:D and the AC component of d is included
in the two generators.

Switch model Average model Small-signal model
Vv

apg

T 1don I

in d
—D—O)—D—

ic
dr t
Vap T Vep

s
e

Vep = Vg 0(t) Vo (1) =V, (1) d(t) V=V, d+DV,,
i, =i, -q(t) T =T.(1)-d(t) i, =1.d+Di,

1 for dTg 1
qt) = dit) = |, alr)de

0 for d'Tg s
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TIME DOMAIN AND S-DOMAIN SMALL SIGNAL MODELS
The last step is getting the model in the Laplace domain, which can be done by replacing the voltages as
a function of s and the capacitor and inductor with their impedances.

e Buck converter L
o/c m

e

Time-domain small-signal model

)l
Ll

s-domain small-signal model
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Small signal models in the Laplace domain
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Boost converter

disl
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Buck/boost converter

At this point, the final result is that the converter has became a single LTI network that we can analyze
with the standard methodologies.

Buck converter small signal model

Let’s suppose the buck converter is supplied by an ideal voltage generator without a series resistance. In
this case we can simplify the model because the current generator is in parallel with the input generator
so we can get rid of it (if the voltage generator is ideal) and the model reduces to a transformer and a
small signal voltage generator in series with the input voltage generator.

The two generators in series can be brought on the secondary side of the transformer by multiplying them
by the turn ratio D. We can hence compute v_o_tilde(s).
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Original model

!

oNe RS 0w assume ideal input voltage
source
Tyl sk l
N - . i simplified small-signal
D‘JIN(slf\l,Nd(s]@ = AT model

Block diagram
The output voltage is the voltage at the input multiplied by the filter t.f.. We are assuming that the
capacitor has no ESR, otherwise we would have a negative zero at the numerator.

L (s

Vgp(S) = Ty (sID+ d(s)Viny (2) Vols)

Veo(s) _ VIN(S)'D+a(S)'VIN

trstislc 1rsSsiC
R R

Ge(s) |——oT,(s)
Filter 7
GF(S): L
1+s=+s°LC
Transfer functions
Vep(s) = Vin(s)D +d(s)Viy
Vo(s) Vin
Gyyls)—ot®) VN
o d(s) ‘,’mzo 118/ Qo + 82/ g2
I, =
duty-cycle to output
v 1
Vo(s) D Mg = —e
Gys)=-22 = — = o c
! V|N(5)@|—C(') 148/ Qog +5° /o2 e
I, =
line to output !
iy ! a-R|E
Zy(s)= Vols)  _ sL |

i0(8) |y, -0 T 1rs/Qog + 82/ 2
a0 12, |
output impedance i

The first t.f. considers how a perturbation of the duty cycle affects the output. It is computed putting

v_in(s) to ground. Omega0 is the natural resonant frequency, 1/sqrt(LC). Q is the quality factor and it is
the height of the overshoot in the frequency response (x).

Instead, the line to output transfer function is the t.f. between the perturbation of the output voltage and
a perturbation on the input line voltage, keeping the duty cycle perturbation to 0.
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The interesting t.f. is the output impedance, which is the ratio between the output voltage and the output
current. So we inject a current in output and we measure the perturbation on the output voltage.
Assuming that there is no ESR, the output impedance has a zero in the origin. Again, depending on Q
we have more or less peaking in the transfer function.

Parasitics inclusion

LR is)
Ri +
Vep(8) = Un(sID+ d(s)Vin CT R 20) (1) lols)
|(.1+ | 1 R+R [
G (S),VJ_D& LI .5 RJj
ol$)=3 .~ s s oy L+C(RR¢ +RR1RcR) L
Qg 2

(1 i “ ° 1 R‘RI ~ JT
~ Do =, |7~ T~
v | Oggr ) LCR+R LC R>R
GOd(S):FD:V‘NA i \/ l

1

1242
Qayg 0)(2’ o
Desr =5
s \f s ) CR¢
X (142114 \
L 5 ) ),
Zy(s) =20 —R|R 2 Tesr) = R|
io 1S LS Wz = T
Qo mg

The most important effect is the appearance of a negative zero in the line to output t.f. and in the duty
cycle to output t.f.. The denominator remains the same. In general, the impact of the ESR of the inductor
and of the capacitor in Q and omega0 is almost negligible, given that R >> Rc and R >> R1.

Another important observation is that the Rl is producing a second negative zero in the output
impedance. The small signals transfer functions are as below.

|God|

|Gol|

Wy €0y sy

In general, the poles in the transfer functions are complex and conjugate. Zo is constant at 0 and infinite
frequency. In fact, at HF the inductor is an open circuit and the capacitor is a short, so the output
impedance is the parallel of Rc and R, so basically Rc. At zero frequency, the inductor is a short and the
capacitor is an open, and Zo = R | | R], so basically R1.
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MODELLING THE PWM
There are different ways in which we can model the switching network, as indicated in the image below.

{ ] 1i(0) Iy +iy 1:D Lt
+ 31 - + ( +) +
vi(1) V(1) vV, +9, () Ld(r) Va+ 9,
/4

i\(0)

L@ e T i(R) 1 +1,

vi(0) —-I (1) Vi +9,

i ) I +1,

v,(0) l— vy(0) Vi+?h

‘We want to model the PWM.

PWM dj Power
Modulator |—p> stage&filter

Vst

Sawtooth
generator

e/A - compensator |

Task: develop an ac equivalent circuit model of the PWM block

MODELLING THE PWM BLOCK

The PWM is a comparator that typically on the — terminal receives the sawtooth waveform and a control
voltage on the + terminal. The control voltage is a slowly varying function of time with respect to the
switching period.

The PWM produces at the output a square wave; assuming the low level is 0 and the high level is 1, the
output voltage produced by the PWM is the switching function q(t).

Let’s focus on the generic k switching period. Within it, the control voltage is compared to the sawtooth
voltage waveform and the output of the comparator, if the v_c is higher than v_st, is high. Then in the
next point, the control voltage crosses the sawtooth voltage waveform and if so the g(t) goes to 0.

Can we compute the duty cycle at the k switching period?

It is the d_k and it is computed using the principle of similar triangles on the sawtooth waveform in a
period. v_c* is the control voltage computed at t* where the two waveforms cross each other.

An interesting thing is that the values of the duty cycles are discrete values, because the PWM can
produce a single value of duty cycle per switching period, and it is the last black plot.
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However, if the control voltage varies very slowly with respect to the switching period, we can assume
that the difference between d_k-1, d_k and so on is small, and so we can replace the discrete function
with a continuous one. This is what is done at x.

v ()
e Vm
qly A Iy e
Vsr:b / E ///W

« Control law:
dT. :To=v.:V,>d =

Ts
Vy a0t
« If v (t) varies slowly w.r.t. vg(t): L J
= dii1 de-2

—
&Ts

v —
c

X dk :L:> d(t):—vc(t) d‘—il‘—\—,l—
Vi Vi
» Average: 1
= v (t
d(t) = % DC and ac equations
M
+ Perturb and linearize: =
Did)— (v, v ==+ |D= - d=s
= (O+d)=g= (Ve +T,) v, V,,

On the continuous function of time we apply the running average over a time base equal to the switching
period and then we linearize.

Small signal AC model

* ac equation
gote

Vi

« Transfer function

So the PWM can be replaced with a simple block having a constant gain 1/Vm.

In reality, it is not this simple. The input voltage to the PWM is a continuous function of time v_c, but
there can be just a single discrete value of duty cycle at the output per switching period. So as a matter of
fact the PWM is sampling the control voltage at the input of the PWM, with a sampling rate that is equal
to the switching frequency. So the real model should have a sampler after the 1/Vm block. Thus discrete
values of duty cycles are produced.

= The input voltage is a continuous function of time, but there can be only
one discrete value of the duty cycle for each switching period (d,).

sampler

. d
v, % )f

1.

pulse-width modulator

« Therefore, the pulsewidth modulator samples the control waveform, with
sampling rate equal to the switching frequency.

» In practice, this limits the useful frequencies of ac variations to values
much less than the switching frequency. Control system bandwidth must
be sufficiently less than the Nyquist rate f/2. Models that do not account
for sampling are accurate only at frequencies much less than /2.
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Ifthe BW of v_c is larger than half of the switching frequency we have aliasing, and this has to be avoided.
To avoid this, the sampling rate (i.e. switching frequency) has to be larger than twice the BW of the input
signal.

More details

v (1)

| Transistor
| gate driver
|
i
i

|
Virlt) l

If we assume that the control signal is a sinusoidal signal with a frequency exactly half of the switching
frequency, we have two samples of the sinusoidal voltage in a period (one sawtooth triangle).

If we increase the frequency of the control signal, we are generating a single value of the duty cycle, so it
is an indistinguishable situation with respect to when we apply a constant voltage v_c.

Control to output transfer function

We have a block diagram including the DC/DC converter (filter and power part) and the PWM. The
input of the PWM is the control signal, the output of the system is the output voltage.

The blue and red systems are in series, so I can compute the t.f. between the output voltage and the
control voltage, i.e. the control to output t.f., by multiplying the t.f. of the PWM and the t.f. of the
DC/DC converter.

The control-to-output characteristic is simply the behavior of buck regulator
when the error amplifier is removed from the system.

Vi

o -

T
=
=
<t
=

B o e

c(s) Viy 1+sL/R+sLC
where 3 ] - ;
s V(s
Gus) =L o L Gy ()= &y 2
Ve(s) Vi do(s) 1+sL/R+s“LC
_n (1+sRcC) If an electrolytic capacitor is

Gocls)=
note | “oc - .
Vni 1+S(%+RCCJ+32LC used with ESR=R,, << R

Goc is the feedforward t.f., also called plant transfer function. This t.f. also shows a negative zero if the
ESR of the output capacitor is considered.

179



Typical t.f. of a buck converter

LHP zero due to the ESR
of the filter capacitor

Geo (5) :;Z—g: Gy(5)- Gog(5)

We can identify a pair of complex conjugate poles and a real negative zero due to the ESR. The c.c. poles
introduce a very quick reduction of the phase, which reaches a minimum and then there is a recover due
to the negative zero contribution that adds 90°.

ERROR AMPLIFIER AND COMPENSATOR
This is the last block to be modelled in the regulator.

SMALL SIGNAL AC MODEL

Typical implementation of a
¢/A and compensator

Reg is used to set the DC
value of the output voltage

(see Part7)
Assuming that the OA is ideal:
~ ~ Z,(s) ~ Z,(s)
X Vol(s) =V (s)(1+_ 2 )=Vo(s)?
© ! Z(s)IRy’ ' Z(s)

G.(s
1 7 Tl 2Ly 5 o) .
/ m Z,(8)//Reg °
G¢(s)
\ZA{V,,«(s)—Vo(sf Z:(9)/Rep J<1+ Zi(s) ) 7

\Z/(8)+ Z,(5)/IReg | N__ Z,(5)//Rog

The error amplifier and compensator is just an inverting amplifier. We will assume by now the opamp as
ideal. Z1 and Z2 are designed by the user to shape the loop properly.

Rifb is a resistor that is put between the inverting input of the opamp and ground and it plays a role only
on DC level, it is used to determine the steady state value of the output voltage of the regulator.

The input signal to the error amplifier is the output voltage of the converter v_o, and the output of the
compensator is the control voltage, which is then fed to the PWM. In general, v_ref is a constant DC
value generated internally with a bandgap voltage generator, so in the case of small signal analysis it
should be grounded. However, there are some applications such as the motion control where the v_ref is
not a DC value, so we cannot ground it. Since we want to be general, we assume v_ref as a second input
to the opamp.

The system is LTI, so we can apply the superposition of effects. Then we can rearrange equation x in two
possible ways. In the first case, Ge(s) is the t.f. of the compensation block.
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The following are the block diagrams representing the two possibilities.

* Option 1 - —
77777777777777777777 G (S) = VC(S)‘ == VC(S) - Zz(s)
e | T, Volely, Zis)
Gels) H—
____________________: H(s) = ;‘75(5) =(1+ Zy(s) ‘I
Tels)y | Za(s)/Rs )

[’
IROHIFANAC] RN AR
(s) H ] -
i : i 1. Tl
: } & Vg =0 1 FB
! |
R J H'(s) = Va(s)‘ _ Z,(s)//Reg
¥ols) Vet (S) sor0 Z1(8)+Za(s) I Reg

Note: G, (s) not dependent on Reg

NOTE : H'(s)-G.(s) = G(s)

v We will use option 1 H(s)-G(s)=GL(s)

Gc(s) is not exactly the inverting amplifier t.f., there is a — missing which has been moved to the summing
node in the model. We are not interested then in H(s) in the case of a regulator, because the v_ref is
constant and so the node to which is attached is grounded.

BUCK REGULATOR SMALL SIGNAL AC MODEL

Gr(s)

Filter

4

1Vy(s) Z5(s) : \
= =Z,(s). = output impedance

i T ) 2 ko= 12Ls) putimp |

1§ (s G, (s . L

i \_I”C:((S; = O‘(s)‘CL 1ft((s)) audiosusceptibility i

e e e e e .’ | L(s) = open-loop
i.(s) L(s) transfer function
9 =H(s) s reference - to — output
Vi (8) 1+L(s

We have the model for the DC/DC converter, the model for the PWM and the model for the error
amplifier using option 1. Using option 1 we end up in a unity feedback loop.

To get L(s) we put v_in to ground and perform the multiplication of all the blocks in the feedforward
path. Moreover, the OL t.f. is different from the Gloop, the Gloop has a negative sign in this case.

The other important t.f. is the output impedance, ratio between the output votlage and current injected
in the output. The CL Zo is the OL Zo divided by 1 + L(s), so the effect of the feedback is to reduce the
OL Zo. The same is true for the line to output t.f., also called audiosusceptibility.

For the reference to output t.f., if we assume the reference is not constant we can define a t.f.. We are
interested in the DC t.f. from v_ref to v_o because it is the one that determines the DC value of the output
voltage.

Loop transfer function

The loop t.f. has the summing node outside it, so L(s) is simply the product of the forward block, it is the
controller plant. The minus sign is not in the equation because it is given for granted and extracted from
the loop, acting on the summing node.
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Gr(s)

Filter

_________________________________________

Loop function L(s) = products
of the gains around the
—> [L(s): Gc(S)'Goc(S)] negative feedback loop.

O In the literature, L(s) is considered without the phase reversal
brought by the negative feedback:

Z L(jo,)=-180°| brings instability..

If we consider L(s), the system becomes unstable when the phase of the L(jwc), so calculated at the
crossover frequency, is -180°.

L(s) vs Gloop(s)
Now also the summing node is considered. In this case Gloop(s) is negative and the system is unstable
when the phase of Gloop at the crossover frequency is -360°.

Gi(s)

Filter

Vs(s)

Gmds):—g"g =~Ge(5):Gy(s): Viy-Gels)

s

— =

| Guuy () = -G (5) - G (5) = -L(5)

U In the real life, Gyy,,(s) includes the phase reversal brought by
negative feedback:

[é Gioop (Jc) = 7360"] brings instability..

Phase margins for L(jw) and Gloop(jw)

800 360
400 270|gain .

0 o L{iw)
400 30

hase \:ﬂ(‘\

800 -180 P -180° P 3
80.0 360
400 180 | gain

(] Gloop(Jm)
400 -180
800 -360 | phase ==, 3

1 10 100 1k 10k 100k

If we use the L(s) the phase margin is 180° minus the value of the phase of L(s). We will use L(s).
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COMPACT BLOCK DIAGRAM REPRESENTATION

V\N(S)"—’ Go\(s) I
K L(s) = open-loop

. | transfer function
io(8) " Zols) \ |

L) O To6s)

‘,,’—-[unity feedback Ioop]

s)- L(s) +V, () Goy(s) .
1+L(s) 1+L(s) 1+L(s)

This is a block diagram of the system which can be used to compute all the t.f.. In general, Zo,OL is

summed with a minus sign because the current we use to test the output impedance is extracted from the
output, not injected in it.

EFFECT OF L(Gw) ON CLOSED LOOP TFs

« Below the crossover frequency:

f<f, i ~
1

4
» both output impedance and i
audiosusceptibility are reduced |

in magnitude by 1/ [1+L(jo)| i

i

1

1

[}

= Above the crossover frequency:
f>f,
» feedback loop has essentially no B ittt

effect on output impedance and
audiosusceptibility

o

« Asymptotic approximation becomes
inaccurate in the neighborhood of the
loop gain crossover frequency where
L (o)1

The magnitude of the generic OL t.f. is reduced by a factor 1 + L(jw), with the corresponding

approximations in the blue dashed box. If |L(Gw)| << 1 the loop has no effect on the OL transfer
functions.

Unfortunately, the dynamic behaviour of the system (stability, phase margin, setting time and so on)

depends on the value of L(s) or Gloop(s) around the crossover frequency, so we cannot use the asymptotic
behaviours.

If we are considering f << fc, 1 + L(s) is more or less 1, so |v_o/v_ref| = |H(Gw)|. Since in regulators
v_ref'is a DC signal, we can consider this t.f. at DC (0 frequency).

« Feedback causes the transfer function from the reference
input to the output to be insensitive to variations in the
gains in the forward path of the loop

» Atfrequencies sufficiently less than f, i.e., for | L(jo) [>>1:

Vo(jo)
vref(jm)

L(jo)
1+L(jo)

~ [H(jo)|

=|H( jm)l‘

+ This result applies equally well to dc values:

Vo (1. Zi0)
Xy, o {”zztoera]

ref
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Equation x is the equation that will be used to set the value of v_o once v_ref is set.

Transfer functions of some CCM converters

Table 8.2. Salient feaures of the smdll-signal CCM transfer functions of some basic de-dc converters

Converter Gy Gy W, 0] W,
huck D % 7LI_C R @ ks
oo B 7 S T

buck-boost _'B‘ # 7[,7_)_(“ DR \/% %

where the transter functions are written in the standard forms .
Note: output capacitor

with negligible ESR

S
(1- oT) 1
Goc(s): de £ 2 'GM(S) Gol(s)=Ggo 2
1+-2 4| % 14> +{S}
Qo, o, Qayp {0

Goc(s), the control to output tranfer function, is written as the product of the PWM t.f. Gm(s) and the
t.f. between duty cycle and output. This t.f. can be written in a form that is general for the buck, the boost
and the buck-boost, we have to change Gdo (zero frequency gain of the t.f.), w_z, w0 and Q.

The table reports the values for these parameters to have the t.f. rewritten.

If we consider a buck converter, w_z is infinite, so there is no zero at the numerator. However, if we
consider a boost or buck-boost, the w_z is finite, meaning that those converters working in CCM show a
real positive zero. And this real positive zero (RHPZ) is a pain in the back, because it gives a contribution
to the phase of -90°.

NB: we are also assuming that the output capacitor is perfectly ideal, so no ESR. In case of ESR there
would have been a negative zero.

As for Gol, it can be written for any converter as Ggo, zero frequency gain, divided by the second order
polynomial. Once again, Ggo depends on the kind of converter. In the table, V indicates v_o, the output
voltage.

Effect of a RHP zero on the step response
Consider a second order transfer function with a zero:

{1 L s|-o

\ o, Note: DC gain =1
s’ + 20,8+ 0] H(s) is the
transfer function

H,(s)

We can split the above transfer function into the sum of two terms: 5
of the original

system (without
the zero)

[O% 1 o

H.(s)= = H(s)-isH(s)

=— Y- y
s’+2los+o. o, s°+2os+0; ®

Denote the Laplace transform of the step response for this system by Y,(s) = H,(s)1/s.
Using the above decomposition of H,(s), we obtain:
1 1 1 1

Y.(s)=| H(s)-lsH(s)]i = H(s)~ - L sH(s)~ = Y(s) - —sY(s)
{ o, S S o, S o,

Noting that the inverse Laplace Transform of sY(s) is y(t), we obtain:

The step response of the second order

1. system with a RHP zero at s = o, is given /|
y.()=y(t)—— y(t) | by the step response of the original yo /
@, system minus a scaled version of the /

derivative of the step response of the \/

original system. ' L 9

ov
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If we have a RHP zero and we apply a step at the input, the output firstly goes in a direction, and then in
the opposite one, so we get a bipolar response.

So let’s consider a second order system with a DC gain of 1 and a RHP zero. We can split the t.f. in two
contributions. H is the transfer function of the original system but without the zero.

The Laplace transform of the step response of the original system is simply Yz(s) = Hz(s)/s, and again it
can be written as the sum of two contributions. Y(s) is the Laplace transform of the step response of the
original system without the zero.

If we apply the reverse Laplace transform we get that, in the time domain, the step response of the system
with the RHP zero is equal to the superposition of the step response of the system without the zero and
the negative scaled version of the time derivative of the step response of the system without the zero.

The responses are similar to the ones below.

1.

£ =0.7 for both graphs

o o
> ®

—0,=050

14
=

—oz=1o0,

)
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I Y

&
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a=100
i o

—0,

o/ RHP zero
-0 -
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Time (sec) ° / 7
12] /f / 0=050,
H [/ o1,
<

[ ©=5n
/ z o

+ Phase reversal at high frequency osh//
i / —o=100,

+ Transient response:

I /f —,
» output initially tends in wrong ) LHP zero
direction

0

0.005 0.01 0.015 0.02
Time (sec)

If instead the zero is not negative but positive (LHP zero), the response is unipolar.

ZERO INSPECTION
We want to look at the circuit and understand if a zero is present. For instance, let’s consider a boost
converter (but the same considerations can be done for a buck-boost converter).

(io),, =d'(in),

B +
Boost W N

i)

Buck-boost I 2 l +
i,{i)
] L ( [‘l

L ' T -
In the boost converter the current flows in the diode just when the switch is off, so we can write the
equation x, where d’ = 1 —d.

If we assume to increase the duty cycle as a step, e.g. from 0.4 to 0.6, what happens to the diode and

inductor currents?

The diode current, upon the application of the step change of the duty cycle, displays a reduction of the

width of the trapezoid, because the width is 1 — d. However, the top level of the trapezoid is the inductor

current. But the inductor current initially will stay unchanged, it cannot change instantaneously, so for
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few cycles the height of the trapezoid will remain the same. After few cycles it will increase. The result is
that the running average diode current (black line) will initially decrease, because the base is shrinking
and the moving average is the area of the rectangle divided by the switching period.

So initially the average diode current is decreasing, but the average diode current is also the current that
we are pushing to the output node, so we have an initial transient situation where there will be some
current drawn from the capacitor, producing a reduction of the output voltage x.

i)+

iy i
(= (i), T e
[ S + - CF R
¥,

* Increasing d()
causes the average
diode current to
initially decrease

« As inductor current ﬂﬂﬂ_H,M

increases to its new :
equilibrium value, v(r)| +
average diode

current eventually \x/
increases i

in(n* .

{ip0)z,

Then, step after step, the inductor current increases going to the steady state value for the new rectangle
and so the output voltage will increase to the new final state. So we have a bipolar response in the output
voltage, which is the signature of the presence of a RHP zero.

Simulation example

500 4H 0,01 0 in

Js=10 kllz

an

20

valt) (V)

10

w
=

W

ip(t)(A)

=

T
A ‘
JILTI |
0 5 10 1

Time (msa)

5
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VOLTAGE MODE CONTROL IN DCM

CONTROL-TO-OUTPUT TRANSFER FUNCTIONS OF BASIC
CONVERTERS (DCM, VOLTAGE-MODE CONTROL)

* Single pole transfer functions
. R|ght half plane Zero does not Topology | Control-to-Output Transfer Function

exist for boost and buck-boost B, 1-M 1
Vas Vi VoD 2-M lis/a,
1oonoononno., [ =| ,, , .,
D=0.35 | D=055 w0, =———  M=-2
. Po-M OR.C, Vi
B, W, M-1 1
bey VD 2M -1 l+s/w,

. Boost
D7AVG
M1 ]

@ M’:i
[\ I\ A l\ M-l RC, T Wy
“[\ N A LA .

Vo Buck-

hoost

2 v,
@, = — M=
RI( o ’.F.\

We won’t model the converter working in DCM, but the approach is the same used for CCM, separating
the switching network and modelling it.

In DCM, as a conclusion, and we have a voltage mode control system, the buck converter, the boost and
buck-boost converters show a control to output t.f. having a single pole, not a c.c. pair of poles. So we
don’t have a second order system but a first order one. This because the two c.c. poles are split and one
of them is sent to very high frequency where it has no impact on the dynamic behaviour of the converter.

Another advantage is that, if we look at the boost and buck-boost and at their t.f., we don’t see any RHP
zero. Also the zero doesn’t disappear, but it is pushed to very high frequency.
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COMPENSATOR DESIGN

Recap - the control problem

d r = reference
Controller Plant l e = error d
reg e G u G _: y d = disturbance
_:A € P + " y = output
| @®—n n = measurement noise
™

+ The objective of a control system is to make the output y behave in a
desired way by manipulating the plant input u.

» Agood controller should manipulate u so as to:
» counteract the effect of a disturbance d (regulator problem)
* keep the output close to a given reference input r (servo problem).

* In both cases we want the control error e =y - r to be small.

» For a good design of C we need a priori information about the expected d
and r and of the plant model Gp.

The objective of the control is to make the output to behave in a desired way by manipulating the plant
input.

The difference between a regulator and a servo system is that in a regulator the controller has to be
designed to counteract the effect of the disturbance and the reference input is a constant voltage, the only
input is the disturbance. In the servo problem the reference is changing and we want the output to follow
the reference. In both cases we need to reduce the error.

Controller or compensator?

Controller or compensator ...? I
Controller C‘i Actual ;z:zd-loop L B
“o- RN -0 :
O—n T p =

. (;gnztgller: makes the output y to follow the
reference r. Desired closed-loop:

poles
G¢
Controller Compensator

r+oe il | u 10 bt

d
v y .
C')%”

improve the performance.

Compensator: modifies the system dynamics to ;% /

* Note: from now on controller = compensator
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COMPACT BLOCK DIAGRAM REPRESENTATION
Gec is the compensator and Goc the plant.

Vi(s) = Gg(s) \

s Zoe) [ |

- RWE J
V'e'(s Go(s)Gec(s) —2343 Vo(s)
/ \ <—[unity feedback Ioop]

controller or plant

compensator

[L(s) =Gy (s)*Gc(s)= open-loop transfer function]

TYPICAL SPECIFICATIONS FOR A CLOSED LOOP SYSTEM

Static (steady-state) performance:

Desired behavior w.r.t. order k inputs in terms of a maximum absolute error. This means that
if we want a zero steady state error upon the application of a step reference signal (type 0 reference
signal, we need a type 1 loop transfer function (one pole in the origin). This because pole in the
origin means infinite amplitude at OHz and so zero amplitude of the static error.

Desired attenuation level w.r.t. constant disturbances acting on the forward loop. In general
if we have disturbances in a frequency that is inside the CL. BW we want to attenuate them.
Tracking of a sinusoidal reference. This is typical of servo systems.

Attenuation of sinusoidal disturbances and measurement noise. In our case the noise comes
from the output ripple that is injected back into the loop. We want to attenuate this because if we
inject the ripple, the ripple is a signal that is changing at the switching frequency and this signal
goes to the PWM, which is sampling at the switching frequency, so we might end up in a folding
of the noise. To attenuate the HF noise we need to be sure that the magnitude of the loop gain at
the switching frequency will be the smallest possible one = loop gain as high as possible in LF
and as low as possible in LF.

Dynamic performance:

Time domain specifications on the step response (mainly on the reference to output behavior).
Frequency domain specifications through the resonance peak and the bandwidth (mainly on the
reference to output behavior).

The dynamic performances deal with the loop t.f. around the crossover frequency.

Stability

Nominal stability: the system is stable with no model uncertainty (closed loop poles have
negative real part).

Robust stability: the system is stable for all perturbed plants about the nominal model up to the
worstcase model uncertainty (e.g. gain and phase margin are satisfactory).
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APPROACH: LOOP SHAPING
The basic idea is to convert the closed loop specifications into open loop specifications. Since the loop
t.f. is the product of the plant t.f., that we know, and of the compensator t.f. we need to design, we can
easily design the compensator t.f..

U Basic idea: convert specs on closed loop to specs on open loop
-> desired shape of L(s)

Closed-loop requirement == | Constraint on loop transfer function
Closed-loop stability L(jw) verifies the Nyquist criterion

Steady state error Gain and/or type

Disturbance attenuation on output |L(jw) | >>1 before crossover frequency
Noise attenuation on output |L(ju)) | <<1 after crossover frequency
Settling time of step response Crossover frequency (and phase margin)
Damping of step response Phase margin

T(jw) has “sufficiently high” bandwidth | Crossover frequency (and phase margin)
T(jw) doesn't have high resonant peak | Phase margin

The table shows how to translate the closed-loop requirements into open loop ones.

In the following image there is the typical shape of the loop we want to get in order to satisfy the previous
requirements. We notice the loop t.f. magnitude is high at 0 frequency and low at high frequencies.
Instead, the behaviour of the loop t.f. around the crossover frequency determines the robustness of the
system and its dynamic performances.

-

T T

Load disturbance :
attenuation

good tracking i

_ Robustness

log|L(jm)|

L High frequency
noise attenuation

el Ll PP PR W

logw

= Stability, transient performance, sensitivity to modeling
inaccuracies heavily depend upon the L(jo) shape in the
crossover region.

Typical loop shape for CCM voltage-mode regulators

wodsr ~ L ;
I T zL
20dB
- 20dB/decade f
0dB
L(s) can be well f, f, f,
approximated -0d8 2
in the vicinity of 4048 sodbidecade | ©
the crossover ZL g 1,110 .
frequency as: o1 f,
A =5 —180°
1 10f,
-270
L(s)=——F——

) |

This is the loop shape we want to target in a CCM converter.
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The ideal shape of the loop t.f. has a pole in the origin, so a roll off with -20dB/dec until we cross the
0dB axis and a second pole to further decrease the magnitude of the loop t.f. to attenuate the switching

ripple.

The phase margin of this system is strictly related to the difference between f2 and fc.

Loop shaping — example

This is the typical loop shape that we want to target. The crossover frequency is typically located at
frequencies between 1/10™ of the switching frequency and 1/5™ of the switching frequency.

The other thing we have to do is to increase the low frequency magnitude of the loop t.f. and this is done
by including a pole in the origin (hence the loop t.f. is a type 1 t.f. having an integrator). The third thing
we are interested in is increasing the phase margin, which has to be typically around 60° to 70°.

The last important thing is to decrease the HF gain for better noise suppression, and this is typically done
by including an additional pole in the loop t.f. which is located at half the switching frequency usually.

We might want to:
= set required crossover freq. o,

« typ. ©4/10 < o, < o /5.

1 = increase low-frequency gain

+ e.g. pole at ®=0 for zero
steady-state error with
constant reference signal

Magnitude (dB)

* increase phase around o,
+ nominal ¢, of 60 to 70°

+ worst case ¢, of 20° to 30°

Phase (deg)

—180
= decrease high-frequency gain
for better noise suppression

Frequency (rad/sec) + additional pole at /2 typ.

U Additional constraint: o.,< ogyp,/2 id the plant has a RHP zero at ogyp,

If the system we are controlling is not a minimum phase system, so we have a RHP zero, things are more
complex. In this case we have an additional constraint, that is that the crossover frequency must be
occurring at a frequency below the frequency of the RHP zero. Typically, 1/5" of the RHP zero frequency
below.
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Imaginary Asis

REVIEW — CLOSED LOOP RESPONSE

1

If L(s)= , then

or T(s)=

2
§° + 20,8 + @

s plune

NI o

o-oyl-¢"

B

I

o
I
Aa.
- o
w A
D “\V
== - = = K
-~ 1
l

A
J —

2
n > where o, :.fmo -m, and

L(s) _ 1
= 2
1+L(s) 14 s N s

T(s)=

Oy 0,0,

When the phase margin is small,
the closed-loop system is close to
instability, so that there will be
closed-loop poles near the jw-axis.
That is, low PM = low damping
ratio.

Starting from the loop t.f. L(s), the closed loop t.f. is L(s)/(1 + L(s)), which is a second order t.f.. This t.f.
is not the t.f. we have in the regulator, because in the regulator there is a H(s) block before the L(s) and

the unity feedback.

The two CL poles depends on the damping factor and on the natural frequency omega_n.

Phase margin vs. damping ratio

+ Calculate |L(jo)| at crossover frequency and express oo, as a
function of {. Evalutate ¢, as a function o /o, and replace.
Result is:

2 1 sin
¢, =atan _— or £== kil
Jiract —ace 2 Jcosq,
1
actual (',\\
o8 ™

L (PM in degrees)
100

(o, in degrees)}

approximated formula for ¢, <60°

0 20

40 60
Phase Marain [deal

Impact of ¢,, on closed-loop frequency response %

[dB] —

10 .
Mr

0
3[dB]
-10

i

w [rad/s] gy 107 o

+ Closed-loop resonant peak

M. = 21—t 2sin(o, /2)

®, = mnm

« Closed-loop bandwidth Qg = O, \/1 —20% 4 J2-422 + 40"
+ Crossover frequency (loop function) ®@c = @ny 1+ agt -2

+ Closed-loop resonance frequency

NB: the BW is not the crossover frequency of the OL t.f.. They are coincident only if the phase margin is

90°.
Impact of ¢, on closed-loop bandwidth
- — Qz%—"b (o, in degrees)

.

3Ta_

M| oy = oy 1-207 + 247 w4l
/ 0 = o 1+400 -2

\/1-2:_2 +y2-40 +ar’
Jieagt-2r

In general, the closed-loop bandwidth g, is close to the crossover
frequency o. Arule of thumb is that

Oy = O

5
Real Axis

1.2 o0 < ogy < 1.5 g

H 85
Closed-loop transient performance
i Allowable tolcrance 1co \
‘ ""ﬂ: i \\- y 1o 80 \‘-.\
! T o & AN
i i g o
- | i 1
ol | P o <
[ | © RN
o 1 2 .
Py VA - :
o ; T~
= 0 20 40 60 80
le—o1t, Phase margin [deg]
b i PM = 60 deg
10
3 N —T
+ 0-100% rise time 8 B T,
E10° o
+  Settling time (5%) % .
é 107
+  Time to peak ; i
(5 iy
107

+ Peak overshoot
Bandwidth [rad/sec]
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Exact analysis at crossover frequency

8

=

Impact of ¢, on closed loop TFs

+ Generic closed loop TF: G, (s)=

Gq(8)

GOL(S)'

S(s)

« Evaluation of |1+L(jo)| at crossover frequency:

THel(s)
« Ato=og:

- |G (ieoc ) . |Gy (e )|
[+ (o) 2sin(e, /2)

(0,0) 1 — o5y, —»+—— €05y, ———> (

1,0)

{ |GCL(ij )‘ = |GQL(ij)| . ‘S(jmC )|

]

unity circle
25

2l

15
|stjuf<1
Attenuation

1

0s +

Imaginary Axis

Nyquist plot of L(Jm)/ Te.a

,

1/]5 ] = H+Ljo)] Lijo)

A
)
i
’
-
-1 o 1 2 3 4
Real Axis

[ |1+L(j(nc)|:Jsin2¢m+(17cosq)m)2 = 272605(pm:25in[%"J ]

We want the magnitude of 1 + L(s) at the crossover frequency, because it is strongly determining the
dynamic performances of the system. We can understand the magnitude by looking at the blue plot. The
red line is the Nyquist plot of the loop t.f. and Lm is the vector L.

The impact is relevant on the CL t.f. we are interested in, e.g. the line t.f. or the output impedance. The
generic OL t.f. is divided by 1 + L(s) when we close the loop. 1/(1 + L(s)) is called sensitivity function.
Around the crossover region, the magnitude of the CL t.f. is the product of the magnitude of the OL t.f.
and of the sensitivity function. The impact of this can be seen considering a graphical interpretation, the
one in the right image is the Nyquist diagram. The dashed circle is the unity circle centered in the origin,
while the gray one is centered in the critical point.

If the Nyquist plot crosses the unity circle within the gray region, the value of the vector 1 + L(jw_c), that
is the vector joining the critical point and the crossover point, is smaller than 1, so we are amplifying the
OL t.f.. If instead the unity circle is crossed outside the gray region, the OL t.f. is attenuated.

It is very important not to amplify the OL t.f., otherwise we get an oscillating response. The limiting
situation is when the Nyquist plot of the loop t.f. crosses the unity circle exactly in the border of the gray
circle. In this situation we don’t have neither an amplification nor an attenuation. The phase margin
corresponding to this critical situation is 60°.

EXAMPLE: IMPACT OF PHASE MARGIN ON CL Zo

Z, (inc) |2, (o)
[1+L(jo )| 2sin(p, /2)

Z, (joc)|=

40

N,
40pH (;\‘1'0
| $0050
Vin r
SR ATORF

Example: buck regulator

Magnitude (dB)

Frequency (kllz)

[ |Zpeak\ng(jmc )’ =

Z, (o) 1
Z,, (jog) 2sin(e,, /2)

The output impedance at the crossover is closed loop. If we consider for instance a buck converter, we
notice that close to the crossover frequency we have an overpeaking in the CL output impedance. The
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presence of this peak is the reason for an oscillating transient response as in the images below. The blue
line is an example of 60° phase margin. With a 65° phase margin the step response is almost ideal.

Output impedance Step load response

i
vol(t) (V)
-

s

TR o
N |

Magnitude (dB)

ol 1 10 100
Frequency (kHz)

vo(t) (V)

3.6

Time (mns)

These considerations are extremely important, because if we assume for instance that we are biasing the

core of a microprocessor, a step load response with ringing leads to a ‘blue screen’ on the computer or a
blowing of the microprocessor.

FROM LOOP SHAPING TO COMPENSATOR DESIGN

+ The converter we want to compensate has an open-loop transfer function G,(s)
+ On this plot, a crossover frequency is identified, f,
+ The designer reads the gain and the phase of G (jo) at f,
+ A compensator transfer function G (s) is inserted so that it:
= provides gain/attenuation at the crossover frequency: |Goc(jmc)- G.(jm, )‘:1
= boosts the phase at the crossover: ZGgc(jo, )+ £G(jo,)+180°=0,,
= provides pole at f=0
= provides an additional pole atf, < f<f,,

[Gects) 4 ] s

Vi
Ve 40 dB/dec 7 -20 dBidec
o fwi2

i f ' f
f
20 dBidec

Plant Compensator Desired loop shape

Let’s assume a buck converter for the sake of simplicity, since the control to output t.f. is flat until the
appearance of a c.c. pair of poles, and then we have a negative zero coming from the ESR of the capacitor.
The starting point is the plant t.f., we want to compensate this t.f. with a compensator t.f., which is still
unknown at this point, to get the desired loop shape.

We start by identifying the crossover frequency in the plant t.f., for instance 1/10™ of the switching
frequency. The magnitude of the plant t.f. at the switching frequency is negative and so the first thing to

do is to add a gain to the system, the compensator has to provide a gain to push fc up so that the final
loop crosses the 0dB axis at fc.

The second thing we have to read is the phase of the plant t.f. at fc (crossover frequency). Once this is
done, the compensator must provide a gain (or attenuation) at fc such that the product of the gain of the
plant and the gain of the compensator is 1 at fc.

The other thing the compensator has to provide is a boost in the phase at the crossover, to get the desired
phase margin.
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Then there are two additional requirements; we have to provide a pole at f = 0, to increase the magnitude
of the loop gain at LF, and an additional pole between fc and the switching frequency fsw, usually at half
fsw.

Example

» We want a 4-kHz crossover frequency, f, and a 60°phase margin, ¢,

Gain Desired f_
\, _/ 0dB,0°

Phase

[Gocljn )= -21 dB
2Gojo]) =-150°

10 100 1k 10k 100k
4kHz

2(Cye(4kH2))*+ 2 (G, (4kHz)) = -180° + o,
> £ (G (4kHz)) = -180° + 150° + ¢,, = + 30°

= Build Gg(s) so that |G (4kHz)| = +21 dB and /G (4kHz) = +30°
It’s a trial and error approach. Let’s assume we have a buck converter and the one in the image above is
the plant t.f..
As a first move we need to read the gain of the plant t.f. at fc, which is -21dB, so we have to provide a
positive gain to compensate for this negative gain, and the second important thing is the phase, which is
-150°. If we simply push up the t.f. without adding a phase boost we would end up with a phase margin
of 30°, which is too small, so we need to add a phase boost around the fc in a way that the target phase
margin is 60°.
The equation we have to consider is the one in the blue box, which says that the phase of the plant at the
fc plus the phase of the compensator at fc must be the desired phase margin phi_m -180°.
In the end we get a phase boost that has to be 30°.

How can we practically boost the phase?

We need to put somewhere a negative zero to increase the phase. In principle we can think of using a
lead compensator, which is a circuit providing a t.f. where the magnitude is the one on the right, with a
phase that has a bell shape.

Lead compensator

T
Push the
| gainup. -y

Magnitude (dE)

Tailor G(s) to
boost the phase 18

P,
o of 30°@ f

Phase N '\\U deaf Tailor G,{s) to
M, ‘ exhibit again
[Goclio|=-21dB te of +21 dBaf, _®
ZGgljor) =-150° S g
= o i e
10 100 1k 10k 100k T .0 3 2
4 kHz 10 10 10 10
+ May use a lead compensator
However:
= To reduce the static error, we need a high dc gain
* apoleatDC isneeded in G(s) Need a more
= apole at DC permanently lags the phase by -90° complex
* - needed phase boost of 90°+30°=120°! ‘ compensator

Then we have to properly design the position of the zero and of the pole in the lead compensator to get
the desired phase boost (30° in the previous example), and also the value of the gain to provide the desired
gain.
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Lead compensator implementation
It is a proportional-derivative (PD) compensator (if we look at the gain behaviour). A possible
implementation is the following.

We can compute the t.f.

Ze. 4+ A< (R +Rs)

N . R AT MR :
| Ps) (1F8R2G)(I+ )

We have a DC gain, which is needed because we need to push the plant gain, and then there is a zero
and a pole, because the second pole can be pushed to HF and we can get rid of it. We can tune R1, R2,
C1 and C2 to place the pole and the zero where we need.

Coming back to the lead compensator, using it we are boosting the phase making it equal to the target
one, and we can boost the gain. However, we are not providing a pole in the origin to push the gain at
LF towards infinite. If we are adding a pole in the origin we are also adding a -90° phase contribution, so
we cannot add simply an integrator to the PD.

To the PD we add a second block that might be a PI, something that has a t.f. with a pole in the origin
and a zero somewhere. The zero has to be inserted not to reduce the phase margin at the crossover
frequency.

To have a PI we can add a simple capacitor in the R2 branch.

<2

Because of the additional pole in the origin that adds -90° to the phase margin, the phase boost needs to
be higher, in our case example 90° + 30° = 120°.

However, the standard approach is another one, based on standard compensators.

GENERIC COMPENSATORS
They are of 3 different types: I, IT and III.

Type I compensator
It is a pure integrator, and because of this it adds also a phase lag of -90°.

Type II compensator
It has one pole in DC, one zero and one pole after the zero. It can boost the phase but up to 90°. The
phase is boosted with respect to the starting negative -90°, so we can recover the 90° lag introduced by
the pole in the origin. It can be applied to plants and converter which have an already satisfactory phase
margin in open loop.
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Type III compensator

It has a pole in DC, a pair of real zeros and then also a pole pair. The phase boost we can get with this
compensator is up to 180°, so not only we recover the 90° lag due to the pole in the origin, but we can
also add further 90°. This is useful if the phase margin of the original system with no compensator is
below the target phase margin.

- In most cases, Type |, Type Il or Type Il compensation network will properly
compensate the system. The compensator type is determined by the amount of
phase boost needed at the crossover frequency.

« All the compensators have apole at the origin which introduces a 90° phase lag.

fGits) [Gids) fats)
e
T NN
g 3
£G{5)=-90° ;;// : \‘-»-—‘ ,'L/‘/ 3 \
£6Gs) T ZG(5)
Type 1 Type 2 Type 3

» Type 1: 1 pole at DC, no phase boost
» Type 2: 1 pole at DC, 1 zero, 1 pole. Phase boost up to 90°
» Type 3: 1 pole at DC, 1 zero pair, 1 pole pair. Phase boost up to 180°
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Generic type I compensator

- It does not offer any phase boost.

- Type 1 compensator can be used in converters where the power stage phase shift is small, e.g., in
an application where you would like to roll off the gain far away from the resonant frequency of
a second-order filter.

- Asin any integral type compensation, it brings the largest overshoot in the presence of a sudden
load change.

- This type is widely used in PFC. In PFC we use very small BW, few Hz.

In the following image we have a buck converter which is compensated with a type I compensation. The
red line is the loop t.f., which crosses the 0dB axis more or less at 2.5%10"3 rad/s.

Below we have the phase plot, and the phase margin at fc is quite large, 90°. However, the circuit is not
ok, because the step load response of the system is shit, it has an absurd ringing, even though we have a
phase margin of 90° and the system is stable.
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This is due to two reasons:

1. We are not taking the output impedance bump into the closed loop bandwidth. Looking at the
bottom right plot, the dashed line is the loop t.f., and the Zo,cl is nothing else than Zo,ol/(1 +
L(s)). As expected, we are attenuating the magnitude of Zo,cl with respect to the Zo,ol in the red
region, which is the region where the magnitude of the loop gain is much smaller than 1.
However, as soon as we get out of this window we don’t have attenuation anymore, and Zo,cl =
Zo,0l. Hence if we are exciting the system with a step current variation we get the effect of the
resonance peak x, which produces the ringing.

This is the reason why, in general, when closing the loop, we have to pay attention to keep the
resonance peak of the output impedance inside the bandwidth, so that we are attenuating the
output impedance. If we don’t do this, we have attenuations at the output even if the system is
perfectly stable.

T = Load st response

Beware of the strong oscillations due to the Z, =
resonance peak !

Amplitude

Bode Diagram
Gm = 212 dB (at 2:180+04 rad/s) , Prm = 60.9 dog (ot 2.74¢403 rad/s]

|
¥ W W JWWV“JWJUWMW

o 0002 o 008
Time (seconds)

X

Magnitude (dB)
3

150 Gain action
-90 o

open_—
T

|Z (o)

60

Phase (deg)
8
Magnitude (dB)

i 10° 10° 107

10° 10 1
Frequency (radis)

10? 10° 10 10° 10°
Freauency (Hz)

2. The gain margin. If the gain margin is small, the oscillations are stronger, i.e. the damping factor

is reduced.
Gain margin and phase margin E Robustness

There is a clear need to quantify/measure this “far" requirement... . * The “distance" from the Nyquist plot to the -1 point is a measure of E
Such a measure should be easily computable i “robustness".

-> To this end, the notions of stability margins are introduced. + Rules of thumb for adequate gain and phase margins:

] - B ‘ . GM:M1—180)|=6+12dB
o) 3 T~
= i . @, =180+ ZL(jo.) ~ 30°+ 70°
e e o0 * A better measure of relative stability is to gauge the minimum distance

between L(jo) and the critical point [-1,0].
This is called the stability index, s,

1
| —
lasi 13t | i3 o . s = %91 +L(jo)
200 1 — \ T
\:'\ * Note : the reciprocal of the sensitivity index s, is the o |5(w) ||
o w o 10 infinity norm of the sensitivity function S(s) M>” —
Phase margin is the angular difference N Yo 1 1 1 jap fF——
: Gain margin is the amount of extra loop | |
b =max =|IS|| =M <6dB| - {
between trlet:omt on the frequency gain we would have to add for the L(jw) S min]1 - L(jw)| o (14 L(jw)| ” ” £ :
IESponseattne line to reach the [-1,0] point. - Wy wfradfs]

unit circle crossing and -180°.
So for the type I we have to cut the 0dB axis at frequencies sufficiently small to have good phase and gain

margins. However, we will never be fully capable of eliminating the oscillations in the response. Usually
type I is not used in regulators.
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Generic type II compensator

Widely used in DC/DC converter. It is implemented using the red network, adding a capacitor in series
to the resistance in feedback. The blue one is the compensator t.f.; the mid frequency gain is computed
with C1 open and C2 shorted.

The compensator t.f. Gc is define as the negative ratio between v_c at the output and v_o, because in our
model the summing node was moved outside the compensator.

Hence Gc is the superposition of a summing node in cascade with a compensator. The summing node is
the — sign and the compensator is producing the t.f. v_c/v_o.

-1
c, C
)
;o RZ‘C1*CZ]

GAIN (dB)

20dBDEC 4
'

Rq

Vour —AA\—2

R, |
20 10g?
Ry |
b—  Veomr 0 -
REFERENCE | de/DEC
|
I

note: G.(s)=— \@LP(S)
Vour(S) ! i

FREQUENCY (Hz)

1 R.C FREQUENCY (Hz)
GC(S) _ 1 R ( s 2 2) _

sR,(C,+C,) 1+sR, C,-C,
C,+C,

_1 (k)
“sRC, (1+sRC) or M2

172

PHASE

90° PHASE
“BOOST"

1+ S
G.(s) =&( +A32) The Type |l compensator provide up to
° S [1+% J 90° boost to the phase.
P

We are basically implementing a PI compensator plus an additional pole. The synthetic form for the t.f.
of the compensator is in the yellow box. Kc is related to the crossing frequency at point x.

Simplified design and usage of the type II compensator

We want to define where to put the poles and the zeros of the compensator to compensate as best as
possible the initial transfer function.

As general guidelines, let’s start with a buck converter (black line t.f.) with a couple of c.c. poles and a
negative zero due to the ESR. This is the t.f. to be compensated to have a desired loop shape, i.e. a loop
t.f. with a pole in the origin, crossover at 1/10™ or 1/5™ of the switching frequency and then a second
pole at half the switching frequency.

To do so, we take a type II compensator and we place the zero of the compensator at 1/10™ of the
frequency of the c.c. poles (F_LC). The frequency of the pole is placed at half of the switching frequency
fsw, the zero at 1/10™ of the c.c. poles and the mid frequency gain is regulated in order to compensate
for the gain of the plant at the crossover frequency fc.

For instance, if we want to cross the 0dB axis at a certain frequency, we measure the plant gain at that
frequency and correspondingly we provide a positive gain to get the loop t.f. to cross the 0dB axis in that
point.

The shape of the loop t.f. (blue one) is not exactly ideal, we have a -20dB/dec rolloff, then a region with
constant gain, a -40 rolloff and then -20 again. This means that we are introducing a zero-pole doublet in
bandwidth. Its effect is to have a step response with a step at the beginning and then a slow component
(see Lacaita’s notes). Here it is not a problem because we are not interested in t.f. between the reference and
the output, because the reference is fixed.
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However, pole-zero doublets can have a strong impact on the line to output t.f. and in the output
impedance.

. £20.14,
. fpzfsw/z

« Mid frequency gain, G is
calculated using:

Vour

Go 1
[N < 1ypen
compensation
e network

Such pole is commonly used
to attenuate the gain of the
compensator at high
frequencies and prevent the
propagation of switching
harmonics through the
feedback loop.
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Numerical implementation

In the upper right plot, the blue is the starting t.f. of the buck converter, the Goc to be compensated. The
LF gain is 20dB and then we have a couple of c.c. poles at 3.4kHz and also a zero around 20kHz. We
want to target a fc = 80kHz (1/5™ of the switching frequency).

The gain of the plant at 80kHz is -24.7dB, so we have to boost the gain of +24.7dB, so this will be the
mid gain of the type II compensator. As for the phase, it is -106°, so if we don’t do anything, the phase
margin is pretty large, 74°. Hence type II compensator is more than enough to compensate this situation
because the starting phase margin is already high.

So the frequency of the zero is placed at 1/10™ of the frequency of the c.c. pole, and the pole frequency
at Y2 of the switching frequency. Then we compute Kc; the mid frequency gain G is Kc over w_z. Hence
Kc/w_z must be the reciprocal of the gain of the plant.

+ Target crossover frequency f,= 80 kHz. Switching frequency, f.= 400kHz.

40

_Oc _
1) Set ‘!‘Z-W-Z-K” krad/s . /I

and o, =%= 1.25 Mrad/s Py I

o

Magnitude (dB)
3

s
=

2) Calculate K 50
G=te. 1
@, ‘Gm(ju)c )|

— K. =367 krad/s

Phase (deg)

/ 10° 10
« (%) S
Gy(s)=tg .~ L=
s

(1+ s/ }
/%

The final result is in the following image, where we have the Bode plot of the Gco, starting plant t.f., the
compensator t.f. Gc, and the loop gain Gloop. As expected, the Gloop crosses the 0dB axis at 80kHz and
the phase margin that we have is still acceptable, 52°.
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f.= 80 kHz

o= 52°

Phase (deg)

Frequency (kHz)

K factor design method

If we want to target a specific value of the phase margin, we need to tune the K factor. It is a method that
provides us a tool to design the compensator so that the final phase margin is the one we are targeting.
Let’s assume we are compensating a buck converter. The red curve is the magnitude of the control to
output t.f. (Gco) of the buck. We want to set the crossover frequency at fc; the first thing to do is to
evaluate the gain of the plant at that frequency and then apply a compensation gain which brings the
crossover of the new compensated function at fc.

If we assume that we are using just a type I compensator, it is simply an integrator which as to intersect
the 0dB axis in point x so that at fc the gain of the compensator balances the gain of the Goc.

The problem with this type I compensator is that it introduces a phase lag of -90°, and this is not good
because around the fc the phase of Goc was already dropping toward -180°, and we are adding -90°,
ending up in an unstable system.

» The K-factor is a measure of the
reduction of gain at low
frequencies and increase of gain
at high frequencies achieved by
controlling the location of poles
and zeros of the compensation
network in relation to the loop
crossover frequency f..

LOG
GAIN

LOG
GAIN

» For type-| compensation network
K'is always 1.

(b)

To solve this issue, instead of using a type I compensator we can use a type II, introducing a zero and a
pole. As we can see in the bottom plot, the zero is introduced at a frequency that is the fc/K, where K is
a real number to be selected to obtain the desired phase margin. The pole is at a frequency given by K*fc.
This because we want to put the maximum of the phase boost around the crossover frequency. The phase
boost is in fact peaking at a frequency given by the geometric average between the zero frequency and
the pole frequency, i.e. sqrt(fp*fz). In this way we get f max = fc, with this sizing of the pole and zero
frequencies.

The price to pay for including the zero and the pole to have a phase boost and a stable system with a
desired phase margin is that the gain of the compensator at low frequency, and therefore the gain of the
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overall system when we put the compensator in series with the plant, is reduced, with respect to the type
I compensator, by a factor K. At the same time, the gain is also increased by the same factor K at HF.
This is a disadvantage because in principle we want to have the maximum gain at LF to minimize the
static error, and in the same way we want the minimum gain at HF to get rid of the switching noise.

The target of the K factor methodology is to define the K value which is compatible with the phase margin
we are targeting.

Properties of the type II compensator transfer function

The red line is the phase of the compensator, which provides a boost. It is easy to demonstrate that the
maximum phase boost occurs at the geometric average between pole and zero. But which is the
maximum phase boost? It can be computed with the arctangent.

! !

. H

[ |

Max phase boost occurs at: | o N
i g |

_ i =

O ax = /O -(Dp . o

and it is equal to*:

o ® o T
Ppeost = atan| |- [—atan D | =2.atan| | |=-Z
o, (np o, 2

ie., % - tan{M+£J
w, 2 4

" use the following equality : atan(x)+atan{lj =
X

kil
2
Moreover, sqrt(w_p/w_z) = k.

k-factor design method procedure

The first thing is to choose the crossover frequency, which is in general is 1/10™.

Then we want the maximum phase boost at w_c; the needed phase boost depends on how much phase
margin we want to get in the final Gloop. This can be written with equation x. The maximum phase
boost we can get from the type I compensator is 90°. Hence if from this computation I get a phase boost
greater than 90°, the type II is not good for the job, I need to move to a type III compensator.

Procedure 1
- Choose suitable crossover frequency w..

« Wewant: o, :Jcozmp =,

= Calculate the phase boost required by the
compensator using:

X Pooost = P — £G,, (jo, ) —90° (note : @, ., <90°)

« Calculate the factor k using:

E& = |+ = tan[%ﬁ-%]](see previous slide)

,

« Set:

[(n =&andm = .k]
z K p c
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Now we can compute the factor k as seen before. Once k has been computed we can also compute the
position of the pole and zero.

The missing thing is the mid frequency gain. How much large should it be?

We have to compute the mid frequency gain in such a way so that at fc this gain is exactly equal to the
reciprocal of the gain of the control to output t.f., because I want to compensate the gain of the plant with
the gain of the compensator. Hence G = 1/|Goc(jw_c)| .

Procedure /2

» Once k is known, the mid frequency gain o0
can be calculated:

2 ;‘W‘
G =[G, (o) = o o
o J1+ o [Gatio) e Bl
» Therefore: eyt

1+ 17,
[Kc =, 1 D | 1 if k> 1}

G2k Bulo) Kk [Gu(oy)

+ Now, o,, o, and K. are known Gc(s)=?c- - is fully defined.

Then G, which is the gain of the compensator at mid frequencies, can be written as in the red box, which
is obtained by replacing jw_c in the following equation, and then computing the magnitude.

2]

0,0,

—
N8 «

K
Ge(s) :?C'

1+—

(l)p

—
o
—

The only unknown that remains is Kc.
Now Kc, w_z and w_p are known and the compensator t.f. is fully defined. We are just left with the
network synthesis to produce the t.f..

Example
Buck converter. Top right plot is the Goc, which has a c.c. pole at 3kHz. Target fc = 80kHz, because fsw
= 400kHz, and a phase margin of 60°.

« Target crossover frequency, f, =80 kHz and phase margin, ¢, =60°.
40

» Required phase boost: 20 _J\
Posost = Py = <G, (jo, ) —90° =76° °
[Gestie, )|
NOtE: Ppges < 90° > 0OK! I 1

. Calulate k: B \
k=tan{M+£}=s_14
2 4

+ Set:

Magnitude (dB)
8

©

Phase (deg)

@

[w =&and o =0 -k]
z Kk p c

-180

« Calculate K¢: Frequency (kHz)

Ko =22 L 4.08Mrad/s
K |G (joo. )

First thing is to look at the gain of the plant at 80kHz in the first plot, which is -24.7dB.
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So we will need a compensator type II t.f. having a mid-gain of +24.7dB. The second important point is
the phase of the plant at the desired crossover frequency. The phase is -106°. Since the target is 60°, we
need a phase boost of 76°. Since the phase boost is < 90° we can proceed with a type II compensator.
Then all the explained computations.

—— Gco

_ 0dB 248
2
H 15}
3 .
%’ 4dB -4dB
= T y K, N
6 a5 s 68
05[ 1ggB/ -’ 0d8

20dB -20 dB

Imaginary Axis
o
i

Phase (deg)

-1.5 -1 -0.5 0 0.5 1 15
Real Axis

Frequency {kHz)

As a final result we see that, as expected, fc = 80kHz with a phase -120°, meaning that the phase margin
is exactly 60°. The red line is the phase contribution of the compensator t.f., whose maximum is at fc.
If we look at the Nyquist plot, as expected the Gloop crosses the unity circle with a phase margin of 59.5°.

Type III compensator

If we get the need of a phase boost larger than 90°, we need to resort to this compensator.

Type III compensator is a compensator with a pole in the origin (integrator action), a pair of zeros and a
pair of poles.

The Gec(s) t.f. of the type III has still the minus sign outside it, and it can be simplified in a more usable
way if we assume that the capacitor C2 >> C1, which is a condition that is almost always fulfilled in real

Compensator.
'_
Ry €5 Rz 2
I — I
— Voo LN R
REFERENCE HhG | L

<
g

note : Gq(s)=— 7\1?0”"’(5) w] !
Vour(s) |
G ()= (1+5R,C,)[1+5C, (R, +R, )| § -_— 1

¢ » FREQUENCY (Ko

1 T4

sR,(C, +C1]{1+5R2( CC‘% ”(1+5R303)

6.(5)= 1 _(1+5R2C2)[1+SC3 (R,+R, )]
sRC,  (1+sR,Gy)(1+sRC;) Type |1l compensator provides up to
for C, > C, 180° phase boost.

More importantly, we notice that there are two regions in the Bode of the magnitude where the plot is
flat. The gain in the first flat region sees C2 shorted and C3 open, so the gain is R2/R1. In the second flat
region both C2 and C3 are shorted, and the gain is R2/(R3| |R1).
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The type III compensator is hence a PID compensator.

Type I1I as a filtered PID

frequency
DC gain limitation
limitation

. Filtered derivative PID
S % (n=2,d=2)

Gain (dB)
5

o
==

Frequency Typ2—3 l.I‘DID
(n=2,d=3)

Note: the type |ll compensator implements a filtered-
derivative PID with an additional, high-frequency
pole

n is the order of the numerator, d the order of the denominator in the PID. The red one is not a physical
t.f. because it is anticausal (order of the numerator greater than the order of the denominator), so there is

no ideal PID. Furthermore, there is no reason to use an ideal PID, because its gain at HF keeps increasing,
while we want to decrease the gain at HF.

This is the reason why in the real world the PID is always a filtered derivative PID, meaning that the

derivative term is filtered, i.e. there is an additional pole so that the order of the numerator is equal to the
one of the denominator (green t.f.).

However, the type III compensator has an additional pole, which is useful because we want to attenuate
the gain of the loop at HF, so it is a filtered PID compensator plus an additional pole.
Design guidelines for type III compensator

+ £,4=05f ¢ f=fic

DCR Vour

* fo1=fesr s foa=fow/2 .
+ Gain G is calculated to provide < oRIVER = %ESR
the requested f;; G c R =
In part 7 we'll see a design example .R.', 1
Veowr
Fee0SRe Fp'|=FE“ _QTMREN:E Type ]|
EIE%QC?A?“A‘!IL‘_II________;‘...‘A ' Compensatlon
Loop ‘ network
GAIN h
OPEN LOOP
.‘~,‘ERROR AMP GAIN \

Such pole is commonly used
to attenuate the gain of the
compensator at high
frequencies and prevent the
propagation of switching
harmonics through the
feedback loop. j

GAIN BANDWIDTH
. +PRODUCT

GAIN (dB)

.
* ., -20dBIDEC
MODULATOR ‘

& FILTER GAIN COMPENSATION

GAIN

FLe Fesr BANDWIDTH

FREQUENCY

The first zero of the compensator is typically (not compulsory) put at % of the frequency of the resonant
filter, so the filter of the c.c. poles (f_LC). The second zero of the compensator is located exactly at f L.C.
As for the first pole of the compensator (fpl), it is placed at the zero frequency of the ESR. The second
pole is instead located at half of the switching frequency fsw in order to attenuate the Gloop (Gloop is
the product between the pink line, compensator, and black line, plant).
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The Gloop has a flat region because we are trying to compensate a pair of c.c. poles with two real zeros.
Starting from these guidelines we size the component of the compensator.

Not only we have to locate the zeros and the poles of the compensator t.f., we also have to regulate the
gain of the compensator t.f. in the mid frequency region. The gain in this region has to compensate the
negative gain of the plant.

However, there is an issue when trying to compensate a couple of c.c. poles with two real zeros at the
same frequency. Two c.c. poles contribute to the phase with a sharp decrease to -180°, while a real zero
has a smoother increase in phase. So at f_LC the contribution of the zeros will be +90° (45° + 45° of two
zeros), but at the same time we are dropping down abruptly of -180° due to the c.c. poles. So we have a
drop of the phase around f_L.C, because we are trying to compensate something that is dropping fast with
something that is slower.

In order to adjust this, we put one zero at a smaller frequency and the other at f LLC, this is the reason
why the first zero is at 0.5*f_LC.

As a second consideration, the error amplifier is an opamp that of course is not ideal. What’s the impact
of the limited GBWP of the amplifier and limited LF gain of the amplifier?

In fact, the LF gain of the loop transfer function cannot be infinite, it won’t even be equal to the one of
the amplifier, but scaled down by a voltage divider (done on purpose). Actually, in DC we don’t have a
local feedback because the capacitors are all open and we have the OL gain of the opamp.

If we want the compensator to work correctly, the GBWP of the opamp must be larger than the frequency
at which the compensator t.f. crosses the 0dB axis, otherwise we are cutting the gain of the compensator
and reducing the phase margin.

The third consideration is that there is again a zero-pole doublet in bandwidth. This is not a problem in
general because we are not interested in the reference to output t.f., because the reference is a fixed DC
value in a regulator. Anyway, the reference to output t.f. is not just L/(1+L), but it is H(s) * L/(1+L).
However, let’s suppose we are interested in the transfer function L/(1+L), which is a t.f. with a
feedforward gain of L and a feedback gain of 1.

The time response has two contributions, a fast and a slow one, but what is the relative amplitude of the
two components? In fact, if the amplitude of the slow component is negligible with respect to the
amplitude of the fast one, there is no problem. The relative amplitude depends on the gain, the larger the
smaller the impact of the slow component. In our case the gain is more or less 20dB.

The problem caused by the doublet occurs in the load transient response, but will be investigated in part
7.

Phase margin

[LGo)]

-20 dB/dec
fo fal2
\i\ f
f
=90°-tan'| —
s {25

eg., ¢, =68°for f, =0.2f,,
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In here, for the sake of simplicity, we are neglecting the bump in the -20 rolloff due to the non-perfect
compensation of the two real zeros with the c.c. poles. We notice the Gloop is a piecewise t.f., one with
rolloff -20 and the other -40 dB/dec.

The phase margin is related to the ratio between the position of the HF pole and the crossover frequency

fc.

k-factor design method applied to the type III compensator

The following equations hold:

[ wz=&andmp=mc~\/R]

4

TYPE 1 REF

LOG
GAIN

JVk
G| f
4 D . LOG
LA ee k:tanz(‘pbwswﬁ) 90° < g, <180°
K » 4 4
©
. K. 1+k 1
sV [G=|Gc(m>c)|=f1+1,/=|s (jo )|]
T e 1k Pl
G.(s)= ?‘3 Oz 7i 0, >0, 1+ 1k ]
S K.=@w —<£8%.
{w) 7% 1k TG (o, )
(!]p

Coincident compensation poles and zeroes

We consider a compensator t.f. having a pair of zeros (at the same frequency) that is fc/sqrt(K) and a pair
of poles at fc*sqrt(K). The provided phase boost is larger than 90°, up to 180°.

WHAT COMPENSATOR TO BE USED?

Type I: is used where no phase boost is necessary at the crossover, in the case of current mode
converters, in which we control both the current in the inductor and the voltage across the
capacitor at the same time. With this controller, the control to output t.f. will be a first order t.f.,
even if the converter is working in CCM. So since we have just one pole, the type I is enough.
Type II: is targeting applications where a phase boost is necessary. Most popular choice for
current mode converters.

We can also use a type II compensator to compensate complex transfer functions such as a buck
converter working in CCM in voltage control mode. The type II can be used if we take advantage
of the presence of the zero of the ESR which gives a +90° contribution that helps to get an
acceptable phase margin. This happens only if the zero of the ESR happens around the crossover
frequency, so if we use a large electrolytic capacitor with a large ESR value.

However, if we have a buck converter in voltage control mode but using a MLCC (capacitor with
small ESR), its zero is at HF and type II compensator is not a solution at all, so we have to go for
a type III

Type I1I: is selected where a large phase boost is mandatory. This is the case for CCM voltage-
mode converters. Generally, 2nd order and beyond types of transfer functions.
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COMPENSATION OF CCM BOOST CONVERTERS

The CCM boost converter is not a minimum phase t.f., so the control to output t.f. of a boost converter
in CCM is not minimum phase because we have a real positive zero (RHP zero) which is introducing a
negative phase contribution.

Not only we have e non-minimum phase t.f., but also the position of the RHP zero depends on the load
(see f RHP formula) and on the duty cycle. Since we have a dependance on the D and in general the
output voltage of the converter is fixed because it’s regulated, if we change the input voltage the D is
changing and so the position of the RHP zero varies. This is also true for the equivalent inductance Le
that appears in the w0 expression of the c.c. poles.

Compensation for CCM voltage-mode boost 114
converter Lot (Vin= 5V, Vo= 18/, L = 20 pH)

€ n'z 0 P

Le
LAY Gsscrox(s ZSRL) wo = 7z a1 -
d D 1+L+s_ Ve il -
woQ w% Rioan(1-D)? 20!
frep = = om /

Oluu]

s000

Heawy Load

Light Load 300}

4000

3000
Hoavy Load
€ a0 Light Load

X is the Goc t.f. while we are changing the load R, y is the Goc changing the Vin voltage. How can we
compensate such t.f.?

Firstly we need to understand which is the working condition, which in general is the one that gives us
the worst phase margin, that is in the case of heavy load condition (red one) for the load, while for the
voltage is the low input voltage (red one).

So combination of low input voltage and large load is the worst condition. The compensator design must
be done in this condition.

Vals) 4 LR R ¥
¥, (5)]

1-D (1-DFR 1
Ve L el

» Select a Type Ill compensator with the following rules:
= Compensator zeros are placed around the power stage resonant frequency.
= The second pole of the compensator is placed coincident with the ESR zero.
= The third pole of the compensator is placed coincident with the RHP zero
frequency.
= Ifthe RHP zero or ESR zero is higher than half the switching frequency, the
corresponding compensation pole is placed at half the switching frequency.

Note: design at the lowest input line and the maximum load.

Compensator zeros are placed around the power stage resonant frequency (i.e. c.c. poles frequency).
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In general, the ESR zero falls at high frequency (MHz) when we are using a ceramic capacitor, because
its ESR is very small, and this is far away from the crossover region. In this case we can take advantage
of the type III compensator that we are using in a boost converter to introduce a pole at half of the
switching frequency. The pole that was originally used to compensate the ESR zero, when the ESR zero
is far away can be used to introduce a -40 db/dec rolloff starting at half the switching frequency.

The second pole of the compensator is placed in correspondence to the ESR zero of the plant to
compensate it, and the third pole is placed a the same frequency of the RHP zero.

If we do so, we get the result below (bump is not represented).

[L(s) &

~ Approximated loop transfer function

-20 dB/dec L(s) = k 1-s/ogye; |

O One s 1+ 8/ogpez

i
\ ®

|L(jmc)|=i=1—>k=mc

o,

0, ~ 37° with o, = 056,

Dripz

0y, =180+ ZL(jo,) = 90° — 2tan”" [L} -
¢,, = 67° with @, =0.20,,5,

+ Closed-loop bandwidth limited by wgyp !

The t.f. of the loop gain is x. We are compensating a RHP zero with a pole, so the magnitude is
compensated, but not the phase (7).

In conclusion, L. magnitude at fc must 1, and this allows us to compute the k.

Depending on the relative position of fc and RHP zero frequency we might have different phase
margins. Since the RHP zero happens typically at kHz, we are forced to set fc at fractions of kHz, which
is a big issue, because the bandwidth is shrank.

Moreover, the RHP zero frequency in the real case is not fixed, it moves, because ESR of the capacitor
depends on the temperature.
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FEEDFORWARD COMPENSATION

In general, we have a problem with the control to output t.f. (Goc), which is proportional to the DC input
voltage. In the real world, however, v_in is not constant, so the Goc moves. This is a problem because
compensation becomes not easy, since the t.f. we want to compensate moves up and down.

We might try to compensate for the worst case condition, but the best solution is to implement a
feedforward compensation.

BUCK CONVERTER

Let’s consider the feedforward compensation in a buck converter. Switches S1 and S2 are operated in
antiphase. Let’s focus on v_p(t), which is a square wave equal to the switching function q(t) multiplied
by the amplitude of the input voltage = v_p(t) = q(t)*v_in.

Once again, let’s apply a running average to v_p(t), assuming that v_in is varying slowly with respect to
the switching function, which usually occurs in the real world.

<v_p> is d(t), continuous duty cycle, multiplied by the running average of the input <v_in>, which is
actually v_in if it varies slowly.

+ Control-to-output TF depends on V), which usually ranges in a
wide interval — Gy,,,(0) varies with Vy
+ Solution: feedforward compensation

« Buck converter

a0
v.NmT k J_ e few 1
ve(t) 5

B ST

= = Ts

<Vp(t)> = (V,N(t)> -d(t) = v (t)-d(t)| if vy is slowly varying

See part 6_additional reading materials: 6.6_Feedforward compensation

Second step

Let’s assume that the amplitude of the sawtooth voltage waveform we are applying to the comparator
that implements the PWM is not fixed, but it has an amplitude proportional to the input voltage. This is
done by using a RC network. The switching period stays the same.

Starting from the previous <v_p(t)> equation, d(t) is the ratio between the control voltage and the peak
value of the sawtooth voltage waveform, which is not constant but proportional to v_in. if we replace d(t)
we can cancel out the v_in dependance, and <v_p(t)> depends just on the control voltage v_c.
+ Amplitude of the sawtooth signal is proportional to Vy
Vin(t) = a- v (t)
+ Frequency of the sawtooth signal is constant

(Ve (D) = V(D) di(t)

Wat)
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Of course then we can linearize the equation.

If we apply the feedforward compensation the feedback is unchanged, but the power block can be
replaced by a simple block with gain 1/alpha, where alpha is the proportionality coefficient between the
input voltage and the amplitude of the sawtooth voltage, and therefore the power signal we are applying
to the filter is just a proportional function of the control voltage = v_in has disappeared both in DC and
AC, the behaviour of the system is completely independent on the fluctuations of the input voltage, but
also independent on the fast variations of the input voltage.

I~ ~
e p Gee) He® | 1 RO Py G

o

/A PWM + Power Filter
compensator

L(s) = Ge(s) G (s)

1 -
Ve(s) o ~
/ independent of V

The new loop t.f. L(s) is the compensator t.f. Ge(s) multiplied by 1/alpha * Gf{(s).

The advantage of the feedforward is that the don’t have to wait for the signal to travel all around the loop
to provide the error signal, now if the input changes, immediately we are changing the height of the
sawtooth voltage waveform, so we are changing the duty cycle which is counteracting the variation of
the input voltage.
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CASE STUDY - STEP-DOWN REGULATOR DESING

Specs
+ Input voltage: V,, =5+ 18V
+ Output voltage: V, =33V
» CCM operation
« Output voltage ripple: AV, =30 mV
» Output current: I, =3A— P,~10 W
» Switching frequency: fg = 400 KHz.

SYNCHRONOUS BUCK CONVERTER
We introduce a slight modification to the standard buck converter. The diode that usually is in place of
S2 is replaced by a switch (Schottky diode is not important) and the two mosfets are driven in antiphase.

[ T

ST
Vin S, |ie } T Re Ry Vo
H |

« Asynchronous buck converter is a modified version of the basic
buck converter circuit topology in which the freewheeling diode is
replaced by a second switch, S..

= This modification is a tradeoff between increased cost and
improved efficiency.

« Schottky diode sometimes used to further improve the efficiency

In general, besides the use of a mosfet we may want to use a Schottky diode in parallel to it.

Advantages

We have a smaller power dissipation in conduction (less conduction losses). Of course this is true if we
properly select the synchronous mosfet S2.

The plot represents the drain current of a mosfet device as a function of the drain to source voltage around
the zero. The parameter changing between the curves is the Vgs. Assuming Vgs is sufficiently high, the
output characteristic of the mosfet is a line, so the mosfet behaves as a pure resistor in ohmic region.
Since it’s operated as a resistor it is a bidirectional device and current can flow from drain to source or
from source to drain.

Ty=25°G v |
P o
T sy 6y N
—

Ip. DRAIN CURRENT (AMPS)

B&s ks _pgsg =i
<

05 [13 1 15
Vs, DRAIN-TO-SOURCE YOLTAGE (VOLTS)

Pd :Vd 'Io (1-D)

—> Puos< Py If Rpgon < ﬁ

lo

Pmos: |02 -(1-D)- RDSon

Let’s compute the conduction losses in the standard buck and in the synchronous one. In the former case
losses are computed multiplying the forward voltage drop across the diode (assumed constant) and the
average current across a switching cycle. Technically, the P should have been computed as 1/Ts
multiplied by the integral from 0 to Ts of the instantaneous current multiplied by the forward voltage,
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which is constant. In a buck converter, the instantaneous current in a diode, if the converter is working
in CCM, is flat during the (1-D)*Ts time period, so the average current is the peak current (i.e. the
inductor current, which in a buck is the output current) multiplied by 1-D.

As for the power dissipation in the latter case, the power dissipated by a resistor (i.e. the transistor in
ohmic) is Rds(on) multiplied by the square of the root mean square value of the current flowing in the
mosfet, Irms. Irms is Ipeak*(1-D). So we can replace the diode with a mosfet if the power dissipated by
the mosfet is smaller. This happens if Rds,on < Vd/Io.

There is still something missing when making this comparison. In fact, in a standard buck we have to
drive just a single device, while here two mosfets, so we are doubling, assuming the two mosfets are
identical, the power dissipated by the gate driver. However, if the switching frequency is small and also
the gate charge is, in general the dominant losses are the conduction losses.

Moreover, it is almost impossible to have a synchronous turn on and turn off of the two mosfets, because
they are never exactly identical. To avoid cross conduction, that is a situation where both the mosfets are
on, we introduce a dead time. Assuming we start from a situation where S2 is on and S1 is off, before
turning off S2 and on S1 we will first turn off S2, we keep it off for a dead time and after it we turn S1 on.
The same thing is done in the opposite case. If both switches are off and we don’t use the Schottky diode,
the current in the inductor will be flowing in the body-drain parasitic diode of S2, determining a certain
power dissipation.

If we want to reduce the power dissipation we can put a Schottky diode in parallel to the mosfet. The
advantage is that the voltage drop across it when it’s on is very small (0.4V — 0.5V) and power dissipation
is reduced at the same current.

Synchronous step-down regulator
In order to close the loop and regulate the converter we are going to use this IC by ST.

Kﬁ L5989D

4 A continuous (more than 5 A pulsed) step-down switching
regulator with synchronous rectification

Features
® 4 A output cumrent (more than 5 pulsed)
® Operating input voltage from 29 Vto 18V
m External 1.8V £ 2% reference voltage X Y
® Output voltage from 0.6 to input voltage
put vollag putvelag HTSSOP 16
® MLCC compatible
m 200ns Toy " "
® Programmable UVLO matches 3.3V, 5 V and APPllcatIOHS
12 Vbus m Consumer: STB, DVD, LCD TV, VCR, car
Fsw programmable up to 1 MHz radio, LCD menitors
Voltage feed-forward m Networking: XDSL, modems, routers and

swilches
Zero load current operation

. ~ " ~ m Computer and peripherals: printers, audio /
Programmable current limit on both switches graphic cards, optical storage, hard disk drive

Programmable sink current capability ® Industrial DC-DC modules, factory automation

Pre-bias start up capability ® HC LED driving

Thermal shutdown

This IC also includes power switches and their drivers.

There are external components to be added which are the filter inductor, the filter capacitor and several
other capacitances and resistances. These externa C and R are the components of the compensation
network, the one we use to design the compensator (or error) amplifier (region x). The opamp is inside
the chip.
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Figure 1.  Test application circuit
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Figure 4.  Internal block diagram
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Instead, y is the so-called ‘soft start capacitor’, it is used to determine the duration of the startup phase
of the converter.

The other image displays the internal structure of the chip. We have two switches, a pMOS in high side
position and a nMOS in low side position, with their corresponding drivers. OCP is the overcurrent
protection to limit the current that can flow in the two switches. Z is the PWM and w is the error amplifier
(in the image there’s a mistake, + and — terminals are inverted).

One of the first thing to do is the inductor selection.
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INDUCTOR SELECTION

The inductance value sets the current ripple in the output capacitor, so the larger the inductance the
smaller the current ripple in the inductor and so the smaller the current ripple in the output capacitor.

In general, the rule of thumb is to set the peak-to-peak current ripple from 20 to 40% of the average
inductor current (for a buck converter in CCM).

To compute the current ripple we compute the current variation during the on time period or during the
off time period (as in the slide).

» The inductance value sets the current ripple flowing through the output
capacitor.

» Rule-of-thumb: set the inductance value such that the current ripple is
20% - 40% of the average inductor current.

« The inductance value can be calculated by the following equations:

Vo +Vis

Al | = -D_. < i D =
A (1-D,,)T. <Al with o =y

ﬂ INmax

L>YerVis(q_p y_guH| with Al =03| ;D,,~20%

Al
Min | Typ | Max | Unit

High side MOSFET on 75 | 85 | 95 | mQ

o lout=1.0A

resistance IRTT 1200] 132 | mo
-

Vo + Vi
L

max " SW

Rdson HS

Low side MOSFET on 62 & 72 mo
Rdson LS resistance lout=1.0A o e o 106 o

The formula is however a bit different, we don’t have just Vo/L, but we have a Vls term, which is the
voltage drop across the low-side switch when we are working in the off time period. Since the output
voltage is relatively low, 3.3V, a voltage drop of few mV can be comparable with the output voltage, so
better to take Vls into account.

Moreover, this voltage derivative is multiplied by the duration of the off time period. However, the D is
changing because the input voltage is changing, and the worst case is the minimum vale of D. Also Dmin
must be computed considering the parasitic components.

[//(:J (—‘ ,S\/Ps
Fa
106k

To compute the D we apply the V*s balance on the inductor.

(V/u—‘/is)‘b - (va‘\/»}>(l "D} =0

Bes (MahoVis
Viot Vs
The minimum D occurs with the Vin,max, minimum Vls and minimum Vhs.
Let’s assume that we are targeting a delta(i_L) in the worst case of 30% of Io (Io and I_L are equal in a
buck converter). The result is the one in the red box.
For the Rds,on we are putting the typical value and not the maximal one. This because if we perform a
sensitivity analysis on Dmin, the typical is the best. Upper rows are at 25°C, lower rows (1) are stimated

values in the whole temperature range.

Once we have computed the needed L value, we cannot pick any inductance with value 8 uH. In fact,
there are potential problems. The magnetic core in the inductor, for instance, doesn’t have to saturate.
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We have 3 possibilities to select an inductor.

T
w/ core saturation

1) Find an off-the-shelf inductor having the "

desired inductance L with suitable rms ‘2 TN AL
and peak current ratings: \ AM;\Q

+ this may not be cost effective,
however, if the standard types are
not fairly close to your requirements. | ‘ ‘

Switching Cycles

Inductor Current (A)

j |_Effect of core saturation |

2) Scan the literature for standard core types which you can custom wind
to meet your particular requirement:

+ this is a quick way to get a prototype up and running;
+ it can also be very cost effective for some production situations.

3) Have the inductor custom wound by one of the many companies in the
business:

+ cost might be an issue.

1. The easiest one, we select an inductor available on the market having the desired inductance
value, but the inductor must have also a suitable rms current specification and a suitable peak
current specification. If we don’t respect them, the inductor is going to blow.

In an inductor, the coil is always wounded around a magnetic core made with a ferromagnetic
material which displays saturation. Hence we have to pay attention that the peak current must be
sufficiently low to avoid the saturation of the magnetic core.

When the magnetic core saturates, we have a situation like in the plot of the previous image. The
triangular ripple is the expected current flowing in the inductor, and the peaking is the result of
the saturation of the magnetic core.

In a buck converter, the derivative of the current during Ton is (Vin — Vo)/L; current increases
when we turn on the high side switch but if we come to a point where the magnetic core saturates,
the inductance value L starts to drop quickly, and so the derivative of the current increases
(saturation of the core is met when we have the corners in the plot). The peakings are not
necessarily destructive, but we are reducing for sure the efficiency of the converter.

The other important point is the rms rating. There is a maximum value for Irms for which, if
overcame, the temperature at which the inductor is working is increasing over a specified
maximum value. If we are using an insulated copper wire the risk is to melt the insulator of the
inductor. The other potential risk of increasing too much the temperature is that the L drops and,
once again, we have peaking as in the previous case.

In the case where we don’t find an off-the-shelf inductor with the characteristics we want the
solution is to oversize the inductor, but this will give us higher cost and PCB area.

2. We scan the literature finding a magnetic core having the correct shape, volume and geometry
and starting from the core we build the inductor. So the core is chosen from literature, the inductor

is DIY. This is a quite effective solution.

3. A company custom-manufactures the inductor.
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APPROACH 1

Manufacturer Series Inductor value (1H) | Saturation current (A)

[ XPL7030 221047 6810105 MSSIO48
[ Collcraft | MSS1048 221068 41410 6.62 ]

| MSS1260 10 55
Panaconio | ETapsmarTYFM | a7 | B
: WEHCHCA | 331047 Tto11 \ N
Warth WE-TPC type XLH 361062 15106.4 <

e
WE-FD type L 10 5.6
DR74 33104.7 431054
Coiltronics |
DR125 10 5.3
B | HM78-60 471010 54106.8
DCR SRF Isat (A)* Irms (A)*
Inductance? max typ® 10% 20% 30% 20°C 40°C
Part number! (HH) (mQ) (MHz) drop drop drop rise rise

MSS1048-882NL_  6.8+30% 16.3 35 360 500 594 452 6.01
= I 82430% 200 28 314 414 484 4
MSS1048-103ML__10+20% 230 24 308 384 432 399 479
MSS1048-153ML_ 15+20% 360 20 246 3.06 3.44 351 426
MSS1048-223ML  22+20% 500 12 236 290 328 286 358

Inductance (1H)

4) DC current at 25°C that causes the specified inductance
drop from its value without current.

5) Current that causes the specified temperature rise from 1
25°C ambient. Current (A)

We open the catalog and check for specifications, retrieving the part number. The inductance is 10 uH
+- 10%.

Saturation current is typically specified as the current that determines a reduction of the inductance value
of a given percentage starting from the no-load inductance value or the low current inductance value. In
the table we have 3 possibilities. If we target the 10% reduction, the maximum current is 3A, for instance.

As for the maximum Irms, there are a couple of specifications depending on the maximum variation in
temperature we want to target.

Other specifications are the DCR, i.e. the parasitic resistance and SRF (self-resonant frequency). In fact,
the real inductor has an inductance and a resistance in series, both in parallel with a parasitic capacitance

coming from the windings. So we have a resonant network with a resonant frequency of 1/sqrt(LC).
However, this in general is not a problem.

The plot on the left reports instead the inductance value versus the current. We have to look at the 10 uH
curve in correspondence of 3A, the current at which we are working. Since we are working beyond the
knee of the curve, we are in a dangerous situation. This because the knee moves back as we increase the
temperature (the larger the temperature, the smaller the limit value for which the inductance value starts

to decrease significantly), and so the inductance value with which we work is not the value we want, but
smaller.

2nd try
DCR? SRF Isat (A)5 Irms (A)S
Inductancez _ (MOhMS)  yyhe J09. 20% 30% 20°C 40°C
Part number! (HH) typ max (MHz) drop drop drop rise rise

MSS1260-562ML_ 5.6 +20% 149 166 30.0 7.86 9.02 9.74 400 6.40
MSS1260-682ML _ 6.8 £20% 166 185 27.0 740 8.26 8.80 3.80 5.90
MSS1260-822ML 8.2 £#20% 170 200 260 710 796 850 340 480
[ [MSS1260-103ML__ 10 +20% 21.5 239 220 6.18 6.92 7.40 3.00 4.00)
MSS1260-123ML_ 12 +20% 245 273 20.0 518 594 642 280 370

==aiii

MSS1260

Inductance (pH)
st
o s 3
T
/
.

0.1 1
o1 1 10 100
Gurrent (A)
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We select a slightly larger inductor, still with the nominal inductance value as before. However, Ipeak
and Irms are improved.

NB: the synchronous buck converter is not able to work in DCM because the switch S2 that replaces the
diode is bidirectional. Is this an advantage? It is a disadvantage at high load. At high current the efficiency
is better, because we are replacing the diode with a mosfet, but it is the opposite at low currents.

APPROACH 2
- Circuit designer must design and build the magnetic components (inductors, transformers)
needed for the particular application.
- Design consists of:
1. Selecting appropriate core material, geometry, and size (off the shelf standard parts).
2. Selecting appropriate copper winding parameters: wire type, size, and number of turns.

Magnetic core

In transformers, the magnetic core is used to confine the magnetic flux within the core to get an optimal
coupling between the windings. This is also why we want a magnetic core with a large permeability, the
larger, the more confined the magnetic field.

The use of a ferromagnetic core in inductors allows to achieve large L values in small volumes. With the
ferromagnetic material we want to confine the magnetic field within the core because if we don’t use any
core the magnetic flux line can interact with circuits located close to the inductor, which are subjected to
a varying magnetic field, and we get EMI.

» Starting point: a magnetic core is required in most of the
applications

= in transformers: to define a path for the magnetic
flux in order to get a good magnetic coupling
between windings;

= ininductors: to achieve large L values in a small
volume, concentrate flux created by coil MMF to
store the magnetic energy in airgap, spatially
confine the magnetic flux (EMI avoidance).

Design challenges
A variety of factors constrain the design of a magnetic device.
» The peak flux density must not saturate the core.

+ The peak ac flux density should also be sufficiently small, such that core
losses are acceptably low.

» The wire cross-sectional area should be as large as possible, to minimize
the winding dc resistance and copper loss.

+ Winding(s) should be arranged to minimize HF copper loss.

+ An air gap is needed when the device stores significant energy. But an air
gap is undesirable in transformer applications.

For a given magnetic device, some of these constraints are active while others
are not significant

The peak AC flux density should be small because the losses in the magnetic core depend on the AC
component of the flux density.
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Inductor basics

A coll of wire around a ferromagnetic core.

§H-dl=%i(Ampere's law)

a c

nturns
AC

Magnetic flux density inside the core, B=p—

The flux crossing the cross section area A of the core, @ = [BdA =BA,

An inductor is a simple coil of copper wire rounded around a toroidal core. We can compute the value
of the inductance given a certain number of turns from the application of the Ampere’s law. The net
magnetomotive force calculated on a closed loop must be equal to the total current that crosses the inside
part of the loop.

If we assume that the magnetic field strength is uniform inside the magnetic core, computations simplify
as H*lc, where Ic is the average length of the toroidal. n is the number of cores, i1 the current in the
inductor. n*1 is the magnetomotive force.

B is the magnetic flux density (magnetic induction), B = u*H.
The magnetic flux inside the core is the surface integral of the magnetic flux density over the surface and
Ac is the area of the cross-section of the toroidal.

We can then define the flux linkage as the product of the magnetic flux and the number of turns in the
inductor. The inductance is defined as the ratio of the flux linkage and the current that flows in the
inductor.

L=n-®=n-A,-B (flux linkage)
+ We define inductance L as the

ratio of the flux linkage, A to

the current, i: L= &
i

A
=L=n"22| [Henry]
2 lc
n 2
Note: L=—=n"-A_
R
| 1
where R =—=< and A =—
A, R
magnetic reluctance inductance factor
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Inductor design steps

+ Select the appropriate
magnetic core
(off the shelf std parts)

» core shape

» core material — core losses (switching frequency)

» core size — store the requested energy without saturating
+ Design the inductor

» gap width (if any)

» winding turns

+ Design the winding Closed shapes

" . . T are preferred
» wire size, type, winding arrangement.

There are 3 steps:

1.

Selection of the appropriate magnetic core: core shape, material and size. The core shape is
important; typically a coreless material is never used, except for very large switching frequencies.
Moreover, a cylindrical one is not used because in it the flux lines are everywhere around it,
producing EMI to nearby circuits. The core typically has a closed shape to confine the magnetic
flux.

Instead, the core material determines the core losses, which are strongly dependent on the
switching frequency.

Moreover, the core size must be designed in a way that the inductor is able to store the required
energy without making the core to saturate.

Once the core has been selected, we have to understand whether a gap is necessary (typically yes
if we use ferrite, no if we use distributed gap material). We have also to select the number of
winding turns.

Winding design, peaking up the correct cross-section of the wire, the wire type and the winding
arrangement.

Core shapes

S % B o ¢

Toroid core PQ core Pot core RS/DS core RM core
EE core El core ER core EFD core ETD core
|
S - N s
EP core UR core U core C core Planar core

These are examples of core shapes present on the market.
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Core assembly
The core always comes in a split fashion (except for the toroidal one). The core is split on purpose to
make the assembly easy.

Core geometry comparison

Aspect PotCore; Double E core Ec; ETD PQCore EP Core Toroid
RM Core slab core Cores

core costs high high low medium  high medium  very low

bobbin costs  low low low medium  high high none

winding costs low low low low low low high

winding good good excellent excellent good good fair

flexibility

assembly simple simple simple medium  simple simple None

mounting good Good good fair fair good poor

flexibility

heat poor good excellent good good poor good

dissipation

shielding excellent good poar poor fair excellent good

Magnetic core materials (review)
Magnetic units and definitions = Core material characteristics: B-H relation

H: magnetic field strength + The magnetic field intensity H is in a sense a measure of the "effort"

. that a current is putting into the establishment of a magnetic field.

@: magnetic flux

B: magnetic flux density (aka magnetic induction) + The strength of the magnetic field produced in the core also depends
- on the permeability of the magnetic core.

y: permeability ;

+ The relationship between the magnetic field intensity H and the

Ho* vacuum permeability resulting magnetic flux density B produced within a material is given

y,: relative permeability by
— 2
B=up,H Wom?orT
quanti MKS unrationafized cgs conversions Mo = permeability of a vacuum (4= x107 H/m)

c aterial equati B=py e H B=u H - = 2 HE R
ore malend epand fo e # ; M, = Y, /H, = relative permeability of medium

B Tesla Gauss 1IT=10G

H Ampere / meter Oersted 1AM = 410" O¢

P Weber Maxwell 1Wb = 10" Mx . =1 forair

IT=1Wh/m’

+ Several hundreds to thousands for ferromagnetic materials

Applied magnetic field % Response to a magnetic field

< Bo=poH . ic field is i i i
+ The applied magnetic field, called the -~ A magnetic field is induced in the material

magnetic field strength, is designated

/

3 I b —p-
by H. It can be generated by means of a T:‘ . ‘_CD ot B = magnetic induction inside
cylindrical coil (or solenoid) consisting of ! s H the material
N closely spaced turns, having a length ¥
L, and carrying a current of magnitude | L o
N turns a4
f B=u-H (Tesla)
+ Computation of the applied magnetic field, H: 7
H=N1 asm) T
L T
+ Computation of the magnetic flux density in a vacuum, By + The magnetic induction, or magnetic flux density, denoted
by B, represents the magnitude of the internal field strength
By = i, H (Tesla) within a substance that is subjected to an H field.
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Core materials: B-H relation

« Materials: B

Ferromagnoetic

= Diamagnetic = p <,

= Paramagnetic =2 p > p,

Paramagnetic
Free air

= Ferromagnetic 2 p>>p, 2
iamagnetic

H

* Metals such as iron, nickel and cobalt are ferromagnetic; i.e.
they produce a very high magnetic flux density, B, within
them for a modest magnetising force, H. This may be shown
on a magnetisation curve, i.e. a plot of B vs. H.

Definitions of permeability 3

+ There are several versions of u, depending on conditions. The index ‘r’
is generally removed and replaced by the applicable symbol e.g. p;,

Ha Hrey etC.

permeability from the initial magnetization curve magnetic field intensity dependence of x5

s talF)
! i 1
y operating
? point o R e e s
0 A

H
incremental permeability
1 [/\B‘ 1 (dB) 1 [B‘
.| = L = =y My

Ho \AH  op

initial permeability amplitude permeability

et
g \dH Jyg o \H Jygi

Core losses: hysteresis loss

+ Hysteresis loss varies directly with applied frequency

+ Dependence on maximum flux density: how does area of B—H loop
depend on maximum flux density (and on applied waveforms)?
Empirical equation (Steinmetz equation):

Py =KnfB.(core volume)
The parameters K, and « are determined experimentally.

Dependence of P, on B, is predicted by the theory of magnetic
domains.

Core losses: eddy current loss

L N

* An ac flux flinking a rectangular-

shaped conductor induces an ac

voltage E across its terminals \(b.
« If the conductor terminals are shorted,

a substantial current flows Y
» The same flux linking smaller coils

induce lesser voltages and lower y

currents 1 1 h ¢
+ Asolid metal plate is basically

equivalent to a densely packed set of
rectangular-shaped coils

+ The induced currents flowing inside
the plate are eddy currents, and flow
to oppose the change in flux

Hysteresis and permanent magnetization -

« Ferromagnetic materials display a non linear B-H
relationship with hysteresis and saturation.

B
. .— Stage 2. Apply H,
Stage 3. Remove H, alignment align domains
remains! => permanent magnet! ~,
Adapted from Fig. 20.14,

H Callister & Rethwisch 8e.
Stage 4. Coercivity, HC/
Negative H needed to Stage 1. Initial (unmagnetized state)
demagnitize!

Stage 6. Close the

Stage 5. Apply -H, hysteresis loop

align domains

Core losses: hysteresis loss =

W=(44,) ‘ HaB

one cyele

The term A/, is the volume of

the core, while the integral is
the area of the B—H loop.

(energy lost per eyele) = (core volume) (arca of B-11 loop)

Hysteresis loss is directly proportional

P,={f)4L [ HdB
“ (f)( ¢ '"]v ‘ to applied frequency

one cycle

Core losses: eddy current loss

Magnetic core materials are reasonably good conductors of electric
current. Hence, according to Lenz’s law, magnetic fields within the
core induce currents (“eddy currents”) to flow within the core. The
eddy currents flow such that they tend to generate a flux which
opposes changes in the core flux &(r). The eddy currents tend to
prevent flux from penetrating the core.

Eddy current
loss (R

Flux
d(7)

Eddy
current

it)

Corc

Core losses: eddy current loss

Ac flux @(r) induces voltage v(r) in core, according to Faraday’s law.
Induced voltage is proportional to derivative of ®(1). In
consequence, magnitude of induced voltage is directly proportional
to excitation frequency f.

If core material impedance Z is purely resistive and independent of
frequency, Z = R, then eddy current magnitude is proportional to
voltage: i(1) — v(r)/R. Hence magnitude of i) is directly proportional
to excitation frequency f.

Eddy current power loss (/)R then varies with square of excitation
frequency f.

Classical Steinmetz equation for eddy current loss:
P.=K,/*B.. (core volume)

Ferrite core material impedance is capacitive. This causes eddy
current power loss to increase as /4.
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Core materials

Most common:
= High-permeability metals and alloys (not good for high frequencies)
= Ferrites (magnetic oxides mixed and assembled in ceramic form)

= Powdered iron and other ferromagnetic alloys in a ceramic or
composite matrix.

Core type By Relative core loss Applications

Powdered cores 0.6-0.81 medium 1 kHz transformers,
powdered iron, 100 kHz filter inductors
molypermalloy

Ferrite 0.25-035T low 20kHz - 1 MHz

Manganese-zine, transformers,
Nickel-zinc acinductors

We are focusing on ferromagnetic materials because we need a material with a high permeability. Iron-
based materials are just suitable for low frequency applications (50Hz), so we cannot use them because
we would end up with huge core losses due to the Eddy currents.

Instead, ferrites are the gold standard for high frequency applications, with a large magnetic permeability.
A ferrite is basically made out of magnetic oxides, so the material is not electrically conductive, it has an
almost 0 electrical conductivity. The result is that we don’t have core losses due to Eddy currents, and
this is perfect because Eddy currents depend on the square of the frequency.

There are two types of ferrite, the Manganese-zinc ferrite, which can be used up to few MHz, and the
Nickel-zinc that can be used up to tens of MHz.

The typical drawback is instead the low saturation flux density, 0.25 to 0.5 T.

The third kind of material we might used is powdered iron or powdered iron alloys. These materials are
the base of what we call distributed gap cores. With respect to the ferrite, the starting material of the
powdered iron core are small iron particles (i.e. a metallic material); we take the bulk of iron, we mill it
into a fine powder. The particles of the powder are covered with a non-magnetic material, i.e. a polymer,
and the covered particles are pressed into a cast obtaining the desired shape, such as the toroidal shape.

Instead, for ferrite cores we start from the raw material that are magnetic oxides, we mill the material
into a fine powder, but we don’t need to cover the particles with a plastic material, we simply press the
powder into a cast and we apply a high temperature process called sintering and we get a ceramic
material.

The advantage of the powdered cores is the larger saturation magnetic flux density. Moreover, powdered
iron cores display a soft saturation, while ferrites a hard saturation.

However, powdered iron cores have the disadvantage that, even if we are reducing the Eddy current
losses, they are not completely eliminated, so we can use them up to few hundreds kHz.

Ferrite or powder core?
There are some guidelines on which to choose. We have to distinguish two kinds of applications. In the
case of inductors or coupled inductors, the best choice is still ferrite, even if we can also use powder iron.

Which is the difference between coupled inductors and a transformer?
Coupled inductors is a component that is supposed to store energy, while a transformer doesn’t store
energy, the power comes into it and immediately goes out.

The inductor we are focusing on is an inductor working almost in DC, in the sense that the current is
constant around 3A (in the example) plus a ripple which is 30% of the value of the average current.
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We can check the B-H loop for the inductor (right plot). We are moving along the minor loop, that is the
bold one. In fact, the DC current is producing a H field that is n*i/L.

Then we have the ripple, so we have an additional delta(H) due to the ripple delta(i). However, since
delta(i) is a small fraction of the average current, we are moving in the minor loop.

Inductors or coupled inductors
L

B

it — Core loss can be
Minor B-H loop, _ o .
conpled inducior k_ﬁ/, asignored.
4

/
‘[ //- ot Design driven by the ) CL
i ‘ copper loss (~DC). o o
! . A /,;‘{ ] Avoid core saturation. [ ¢ ] " :
A N B o= 25—
: —= xB=—"'c<B : -~

0 DI, 7, / n-A.

» Ahigh-frequency ferrite material can be employed in this application

» However, powdered core materials having higher core losses and
greater saturation flux density can be employead as well, leading to
a physically smaller device.

If this is the case, the core loss can be ignored because it is not the dominant contribution since they
depend on the AC value of the magnetic flux density H and if we apply and almost static magnetic field
to a magnetic core the core is not dissipating any power.

The most important thing when designing this kind of inductors is to avoid saturation. In fact, the larger
the current, the more we move towards saturation.

The condition to avoid saturation is x. Starting from the flux linkage lambda = L*1 = n*phi, since phi =
A*B (A is the area), if we want B < Bsat we need to verify inequality x.

In general, a high frequency ferrite is a good choice for this kind of application. However, since the core
losses are not the dominant component because delta(i) is small, we can also use a powdered iron core.
The advantage of the powdered iron core is that the saturation flux density for them is much larger than
the one of the ferrite. The consequence is that Bsat is larger, and we can shrink the sizes of the inductor
at the same value of inductance simply decreasing the cross-section of the toroid. The price to pay is a
slightly large power dissipation with respect to the ferrite.

Transformers or AC inductors
In this case the current is a pure AC current and the B-H diagram has a magnetization loop that is bigger.

Transformers, ac inductors

+ Core loss and proximity
losses are usually
significant.

7+ Maximum flux density
is limited by core loss
rather than by

saturation.
L-Ai
AB = =5 SAB.. X

c

* Ahigh-frequency material having low core loss (ferrite) is employed.

» Both core and copper losses must be accounted for in the design of
the transformer.
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The magnetic field is now swinging between two large values and therefore core losses and proximity
losses in the copper wire will be dominating.

So the design of the transformer or of the AC inductor has to take another condition as a limit (x). We
are working away from saturation, which is not a concern anymore, what is important is the
delta(B)_max, which produces losses in the copper and in the core.

The ferrites are the only materials we can use if we are limited by the power dissipation and not by the
saturation.

FERRITES

« Ferrimagnetic materials with spinel structure of the formula
MFe,O,

Magnetite unit cell. Red
atoms are oxygen, blue
and green represent iron -
different colors for Td/Oh
sites respectively.

(AT

« M...divalent metal ion, where M = Mn, Fe, Co, Ni, or Cu, Zn,
Mg, Cd
+  With M=Fe — Magnetite: Fe;O,

Basic Ferrite Material Properties

Initial Flux Density Curie de, Coercive
Materials Permeability Biax Temperature, Force, He Resistivity
;i Tesla °C Qersteds Q-cm

Manganese Zinc 750-15K 0.3-0.5 100-300 0.04-0.25 10-100
Nickel Zinc 15-1500 0.3-0.5 150-450 0.3-0.5 \ 10°

The manganese-zinc ferrite shows a resistivity quite large compared to the one of a normal metal like
iron, while the resistivity of the nickel-zinc is even higher, almost similar to an insulator resistivity.

As for the permeability (relative permeability) it is quite large. The flux density is the same for the two
types of materials, around 0.3 or 0.5T, to be compared to the 0.9T.

The other parameter is the Curie temperature, which is eventually as low as 100°C for some types of
ferrite.

Ferrites core losses
Ferrites are mainly prone to hysteresis losses, even if there is a small non-dominant component coming
from the Eddy losses.

» Core loss incorporates hysteretic and eddy current losses and is a function of
flux density amplitude, B and frequency, f.

general chemical formula is: Mng Zn,_g, Fe, O,

All materials starting with digit 3 are MnZn ferrites. Their
Empirical equation (Steinmetz):

10° : P, =k.f*.B¢
= T=100° } F: ¥
P = k, a, and d are material-dependent
v EE
(kW/m3) ’é;‘ constants
108 / / § For example:
P, =1.5-10°-f".B2% mwW/cm?
/| / for 3F3 ferrite (f in kHz and B in mT)
/
102 / / RN
yim-rn 7 A
/ / IBdc\/ &
LY 0 .
=~ AB
10 — . g=28
1 10 102 (g )mm) 10 P

Steinmetz equation allows us to establish the power losses in a magnetic material.
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Pv is the unit volume loss, which depends on the frequency f and on the peak AC value B of the magnetic
flux density.

The plot on the left is obtained exciting the magnetic material with a sinusoidal magnetic field, so f'is the
frequency of the sinusoidal excitation.

There is an issue. If the AC component is not sinusoidal, but triangular, in principle we have a problem
because the plot is obtained with a sinusoidal excitation. So in principle we should split the AC into
spectral components and for each spectral component we should compute the corresponding power loss.
In general this is not done.

How to compute delta(B)

If we want to use the previous plot we need to compute the B_hat, which is half the delta(B).

We start from L*1 = n*phi, so L*delta(i) = n*delta(phi) = n*A*delta(B). Then the last computations are
in the image. The value obtained from the formula in the blue box is the one we need to put in the formula
to get the power dissipation.

B
i(f)
Minor B-H loop,
coupled inductor

0 o, T, / o H,

B-H loop,
large excitation

,_
=

vord_a98 — AB-Z
at " a

2
>

Ferrite cores: gapping

Ferrite core is supposed to store energy (LI"2)/2, but can ferrite store energy without saturating? Yes, if
we use a huge core, otherwise if we want to keep dimensions small we need to resort to gapping.

A ferrite has a large value of relative permeability (that is the slope of the B-H curve) and a relatively low
saturation magnetic flux density. The combination of these two results in the ferrite core being prone to
saturation. In fact, it is sufficient to apply a relatively small H to fall in saturation. The larger the
permeability, the steeper the B-H curve and the faster we end up in saturation for small H values.

* Problem: high u,, relatively low B,

+ Ferrite cores are prone to saturation

* Gapping is mandatory

* Gapping of the magnetic core along the flux path causes a
“shearing over” of the effective B-H loop (actually the ®-F loop),
which lowers the effective permeability and allows unsaturated
operation at higher bias operating levels.

B-H Loop before gapping B-H Loop after gapping
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The effect of gapping the core is to stretch in someway the B-H loop.
The gap is not modifying the characteristics of the magnetic material, the permeability is not affected, it
is the effective permeability that changes.

Equivalent model for gapping

Core

permeability u i 7. B
q’ )
) _ Cross-sectional A
i(t) <[ area, 'A%
N n £3
V() tums § l Air gap
= _f (_1* ni(r) C') @ S.y,’g -'/1,
Magnetic path
length
& o g . ug £ Ly
3 =n'|=(;sc+;sg):CD-(‘.Rc+‘.Rg) R, = R, =
po'ur'Ac “o'Ac
The equivalent reluctance of the gapped core is:
( ¢ 4 1 i (

g c

c S - c g _
uruo i Ac “o ' Ac uo ' Ac ur /C/ uo 3 ueff £ Ac
g

Ry, = (mc s :ng) =

We can get an electrical equivalent of the magnetic circuit, replacing the windings with a magnetomotive
force generator n*i, which is equivalent to a voltage generator, and we can replace the reluctances of the
core (reluctance of the magnetic core plus the reluctance of the gap) with two electrical resistances.

As for the magnetic flux, it is the equivalent of the current that flows in the equivalent circuit.

Effective permeability
This means that the reluctance of the gapped core is equivalent to

the reluctance of a core of length £ and relative permeability pg,
with: &)

Ferrite

Her =77

gapped core  aif
Hert Ho
/—/J:rﬂu
0 10 20 30 HiAm)
If y,>> 1, then the effective relative permeability is:

"[C

IJeflr ~ ',‘g

One way to interpret this result is to say that if the air gap (length( )
is distributed over the whole core of length (, the effective

permeability of the core is reduced from . 10 pgg .

Having a gap in a core is like having a full core with a permeability which is reduced to the effective
permeability. So a gapped core is like a bulk core but with a smaller permeability.
The larger the gap with respect to the length of the core, the smaller the effective permeability.

If the magnetic material has a relative permeability u_r >> 1, which happens for ferromagnetic material,
we can approximate the effective permeability as the ratio between the core length and gap length. In this
case we have a big advantage, because the gapped core displays a permeability which is linear. Of course
we still have saturation but the permeability is constant, so B linearly depends on H.
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Air gap

=no air gap
—air gap 0.07 mm
H (A/m)

-300 150 300

Air gap reduces the effective
permeability

In the right plot we are increasing the length of the gap compared to the length of the core.

Impact of the gap on the inductance value

C(moemy) %y

Note:

it Ny=>NR, -

eq

B(T
( ). lgflc=0 g.00008  0.0004 0.0008
1.2 yoas ,,.;"’ﬁ'— o~
.w"‘fd
///
0.004

—

0 02 04 06 08 10 H(kAm)

Changes of effective permeability and
linearisation of the B-H loops caused
by increasing air gap

e

L is n"2 divided by the sum of the two reluctances. If the reluctance of the gap, as it is usually happening,

it’s much larger than the reluctance of the core we get a simple relationship for the inductance value.

Ay is the permeance or inductance factor, i.e. the inductance we get in an inductor having a single turn

of wire.

We notice that the larger the gap lg the smaller the value of the inductance if we leave all the other

parameters unchanged.
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Impact of the gap on saturation

We can replace phi_sat in the first formula and solve it for the current. F = ni is the magnetomotive force.
Line x is a situation where there is no gap, and we notice that the saturation magnetomotive force is quite
small. If we apply a gap, the larger the thickness of the gap, the smaller the slope and the larger the
saturation magnetomotive force, and so saturation current.

ni= (R A2 D=B-A

_ sat<tc |7 1 g
ll)s'ar - Bs.'HAz' e i

BA, [ e
Iyg{: sc;’] c (Ji’r"'-j/t’g‘) ¢ A, -/lg

Effect of air gap: M s F =ni
= decrease inductance

» increase saturation
current 1 B 4

« inductance is less
dependent on core
permeability

Note:
;. can be increased

if R >N = % ’9% keeping L fixed and
] c sa g increasing W
L gy
If Rg >> Rc, the saturation current can be rewritten as in the image. Hence in principle the saturation
current can be increased keeping the same saturation value of the inductance by increasing Rg.

DISCRETE AIR GAPS
They are commonly used in ferrite cores, but there are some drawbacks:

- The incremental permeability versus the H field strength shows sharp knees. If we increase the H
field, which means that we are increasing the current in the inductor, and we reach and overcome
the knee, the inductance value drops quickly. This is the reason why, if we use ferrite, we need to
take some headroom far away from the knee. Furthermore, the knee position shifts leftward
increasing the temperature.

- Discrete gaps result in inductors being vulnerable to eddy currents. In principle, flux lines should
be straight in the gap region, but if the gap is consistent we have the fringing flux, so some flux
lines run out of the gap region and they enter in contact with the copper wires, generating losses
due to eddy currents and proximity losses.

« Discrete gaps are commonly used in ferrite cores

[ The discrete gap structure results in an inductor that reaches a sharp
saturation point, requiring lots of headroom in the design.

Discrete gaps also result in inductors that are vulnerable to eddy
current losses in the coil due to fringing, and to generating EMI.

s
R
3084

= Sesany

z "
i 10 Hm 10

Fringing effect

Incremental permeability vs magnetic field strenght
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MAGNETIC CORE SIZE

Once we have selected the material, we can focus on the core size. We might have different shapes, but
we have the concepts of equivalent area, equivalent length of the magnetic core and equivalent volume.
These equivalents define a prototypal toroidal core with the same properties of the core we are
considering. We can use the same formulas seen for the toroidal core even if the shape of the core is
different, we simply need to use these three equivalents that in general we find in the datasheets.

First of all: how to tackle with different core shapes?

« To facilitate calculations on a non-uniform magnetic core shape, the
effective dimensions are given on each data sheet.

« These dimensions, effective area (A,), effective length (l.) and effective
volume (V,) define a hypothetical toroidal core which would have the
same magnetic properties as the non-uniform core.

Example: E-E core

7
o d
4 4
Effective core parameters | e
SYMBOL PARAMETER VALUE | UNIT R — l . Z L
X(IIA) core factor (C1) 1.12 mm-! i A
Ve effective volume 4000 | mm? A -
lg effective length 87.0 mm e (&2
Ag effective area 80.0 mm?
Amin | minimum area ‘4‘3.0 mm? Ve ~ Aele
m mass of core half =11 g

Another important thing in the datasheets is the core factor, which allows us to compute the reluctance
of the core dividing the core factor by the magnetic permeability.

CORE SELECTION PROCEDURE
We have two different approaches to select the proper size of the core: the core-geometry method or the
area-product method. The difference between the two is minimal.

EXa m p | e: E- E core Cors halves slide into plastic

sleeve or “bobbin” onta
which the wire is wound,

Shaded region is the
bobbin window area W,
available for winding
/ Manufacturers usually
specify the window area
and also the MLT for a
bobbin-core
combination.

+ Different approaches, e.g. core-geometry (K,) method or area-
product (A;) method.

* A commonly-used approach for core selection is the “area-
product method” introduced by Colonel W. T. McLyman*

As an example, we will consider the E-E core.

Area-product method

This method is based on the definition of some constraints the core has to fulfill to work properly. These
constraints are: the core doesn’t have to saturate and the area must be sufficiently big to allocate the wire.
Then there is a third constraint that states that the current density in the copper wire must be limited to a
certain value to avoid excessive power dissipation due to Joule losses in the copper.
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Consider the constraints on the magnetic core.
«+ First constraint (core saturation): B< B,,.x< Baa
di dB

L’a=n'Ae'E > L‘Imax=n'Ae'Bmax

L-Il Requested cross-sectional area
R max
B <Bya if [A. > @ to avoid core saturation
n- Bmax
+ Second constaraint (available window area): A.,<W,

W, = Copper wire is round = dead space .

= Some insulating layers are sometimes added between
windings to reduce capacitance or improve the voltage
breakdown.

v A, = bare wire area
:> @ *  K,=window utilization factor (typ. 0.4 - 0.5)
First constraint

The amplitude of the magnetic flux density must be smaller than a maximum value that the designer is
setting, which has to be sufficiently smaller than the Bsat. We need some margins because Bsat depends
on the temperature.

We always start from the flux linkage.

/\ = LC = /r)d) Bona
=mh B
S=LL £8,,
1ax m%

This is the inequality to be satisfied. i is replaced by i_max in the worst scenario, which is the maximum
current that flows in the inductor.

Second constraint

The window area is the area that is used to allocate the copper wire. The total area occupied by the copper
must be smaller than the window area, otherwise we wouldn’t be able to allocate the copper wire.
Usually, the copper wire is round, so we have some dead space in between the windings if we pack them.
Moreover, the copper wires are never bare copper wires, otherwise we short all the windings, so copper
wires come in a form where the surface is covered with an insulator that typically is a polymer.

Ku is a coefficient called window utilization factor and it takes the dead space and the space occupied
by the insulator into account.

Third constraint
» The wire size is related to a maximum rms current density:

lins < Jmax - Aw @ = J,.. = Max current density, typ. 400 ~ 500 A/lcm?

« Plugging eq. 3 into eq.2 we get:

W > n-A, _ n-l. @ Copper wire must be conveniently
a K K .J allocated in the bobbin
u u max

+ Combining egs. 1 and 4 we finally get:

L.l -] 4 4 The product of core cross
—max s .10" [em”]| sectional area and window
Bmax : Ku "Jmax area is the “area product” A,

(B in Tesla, J in A/cm?2)

A, =W, A, =

» This gives a quick method for choosing cores. Some manufacturers
specify the area product for various cores.
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The wire size is related to the maximum rms current density. In general, as rule of thumb, the rms density
current value Jmax is around 400 ~ 500 A/cm”2.

The area of the copper wire (Aw is the copper wire area) sets the relationship between the current and
the current density.

Irms is a triangular current around a DC value of 3A with a ptp current ripple 30% of the nominal current.

7 T

; 0321,

3n z
e 3 al
_L,z“,; foe ™ ‘L"‘—-L?

The red box has the final formula inside, where Ap is the area-product, which is the product of the area
of the window Wa multiplied by the area of the cross-section of the core Ae. The factor 10"4 is a
coefficient to use if we express the current density in A/cm”2.

Once we have selected the size of the magnetic core we still need to select the gap.

A note on area-product (A,)

L-1 |

A > max " rms
e 2o —
Bmax 'Ku ‘Jmax
i(1)

) . I Ai
¢ Assuming A, <<, lyax® lms = |

D7, 7, t

+ We can write the A as follows:
Ap > L- Imax ) Irms ~ 2- Wmag
Bmax ) Ku ) Jmax Bmax ) Ku ) ‘Jmax

where W,,,, is the magnetic energy stored in the inductor

- Core size is eventually dictated by the energy that the inductor is
required to store

GAP LENGTH DETERMINATION

In general, the parameter that is reported in the datasheets is not the gap length but the A, inductance
factor. Of course, A1 and gap length are related.

Gapped cores are available from vedors with predetermined values of
inductance factor, A, .

The required A_can be determined by rewriting eq. (1) as:

ns L - b | Fringing field
A B &1 can be ignored if
e max is small
, ) - 4 9
Pluginto L =n*-A, toobtain: & —
f
AZ.B?
A, <10 ¢ H]
" 'max
. . A AIR GAP
(BinTesla, A,incm?) GRADE ) o um)
3C90 63 5% 120 ~ 320
Remember that: 1006% 180 ~175
160 +8% -305 | ~ 100
250 +15% - 480 - 55
A ~ o Ae 315 +15% ~ 600 ~ 40
X L 800 £25% =1525 =0

g
E 13/7/4 core. A_measured in combination with a
non-gapped core half

The coefficient 10"-8 comes from the fact that Ae is expressed in cm”2.
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In general, in a gapped core the dominant reluctance is the reluctance of the gap, so we can write A as
X.

Moreover, the inequality in the blue box sets an upper boundary for A:. This inequality has a well-defined
physical meaning; by setting this inequality we are saying that the volume of the gap (Ae*1g) confines
most of the energy. Hence the volume of the gap must be sufficiently large to allocate the energy that has
to be stored in the inductor.

The energy stored in the inductor is Y2 * (B~2)/u0 * Ae*lg. The gap volume, and so the gap length, must
be such to allocate the energy in it.

Winding turns calculation
Once A is known, the last step is to determine the number of turns in order to get the value of inductance
we want. L =n"2 * AL

Once A_is known n can be easily calculated base on the desired L value:

Further design steps:

» select copper wire with suitable AWG ;

+ check A, /W,;

« calulate the core loss;

+ calculate the copper loss;

+ calculate the inductor temperature increase;
 iterate design, if needed

» we'll see all these steps later...

So we can select the core size with the area product method, then we can select the inductance factor and
finally the number of turns. There are further steps which will be investigated later on.

Example 1
Let’s assume we are targeting the 3F3 ferrite, which is a medium frequency ferrite that can be used for
applications with switching frequency between 0.2 and 0.5 MHz.

a 500 - . MEWOTS 59
Design Example #1 ; =~ INNNNED
ul
. 5 : 400 =TT
Material choice: 3F3 |
3F3 SPECIFICATIONS L T
A medium frequency power material for use in power 200
and general purpose transformers at frequencies of
0.2-0.5 MHz.
" /
/
SYMBOL  CONDITIONS VALUE | UNIT . /
u 25 °C; <10 kHz; 2000 +20% i " >
0.25mT .
\a 100 °C; 25 kHz; - 4000 Typical B-H loops
200 mT | i oo
B 25 °C; 10 kHz; =440 mT N S S
1200 A/m Wind) ‘ i ‘ :5&',' |
100 °C; 10 kHz; =370 | | ) 8 2
1200 A/m |-ﬂ+. == =}
Py 100 °C; 100 kHz; <80 kW/m?# I L
100 mT I //// T
100 °C; 400 kHz; | <150 o / /‘ /1 |
50 mT - v l‘ 7 t |
o DC; 25 °C [ Qm I ///// T
= ED o » 1
density | ~4750 kg/m? 1 10 102§ @y 10°

Specific power loss as a function of peak

[z FEBROXKCUE] flux density with frequency as a parameter

If we look at the upper BH diagram it seems that there is a discontinuity, but it is not. We have that notch
because we are using different scales on the x axis.
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The saturation flux density on the BH curve clearly depends on temperature. At low temperature we have
440 mT, but at 100°C the saturation flux density drops to 370 mT. We want to design the inductor in a
safe way avoiding saturation, so we need to take some margins when selecting Bmax. In this example
we select Bmax = 300 mT.

The magnetic core is made available by FERROXCUBE. Circuit specifications are in the image. Kw is
the window utilization factor.

Design Example #1 (S FEGROXCUE 60

Circuit spec: Assumptions: ferroxcube E13/7/4 bobbin and core parame_ters
Effective core parameters L H

+L=8puH Bmax = 0.3 T (3F3) SYMBOL PARAMETER | VALUE | UNIT B ’

_ _ (A core faclor (C1) 239 |mm? - ,

* Idc 3A KW 0.5 Ve effective volume |380  [mm® | | ,s.gi o

. AiL= 08 A J = 500 A/cm? le effective length 297  |mm | —‘ "
Ae

max effective area 124 mm?

. Amin minimum area 12.2 mm?
Required area-produc A,

m mass of core half |~09 g 7'(
« A >110mm#*

E13/7/4 core satisfies this criterion Winding data and area product for E13/7i4 6-pins coil former

In IS core e design requires. NUMBER OF \l:t::lg:l»:: L‘;\I,IEGR#LGOEF P:E:JE:GT
si g H g q P WINDING
’ SECTIONS (A“'};f] WIDTH TURN Ae x Aw
. {mm) (mm) {mm?)
AL< 150 nH 1 18 71 24 2
For 3F3 ferrite a std gapped Core hatves
core is available with: A, measured in combination with a non-gapped core half, clamping force for
A measurements, 15 £5N.
* AL =100 nH GRADE (:l“) e ‘“::‘fp TYPE NUMBER
.]Fﬁ 63 +5% 120 320
From this we find: 100:8% 190 s
160 :8% 305 100
250 +15% 480 55
L. 315415% 600 - a0 E1371-3F3AN5
nz= % =89 — 9 Turns 700 225% 1330 0 E13/7/4-3F3

L

Beware of the tolerance: L =7.45 pyH < L, with A=A -10%

We put the specs and assumptions in the Ap equation. Then we need to go in the catalog of the
manufacturer to find the core that provides an Ap larger than the calculated lower bound.

Then the other value to compute is the maximum value for the inductance factor Ar. The last step is the
selection of the number of turns. If the number is discrete, we round it up to the next integer value.

NB: Ay is not a fixed number, it has a tolerance that comes from the mechanical tolerance of how the
gap is made. If we want to be precise, we have to check that in the worst case we still are satisfying the
minimum value of inductance. In our case it leads to a L = 7.45 uH, which is still acceptable. Otherwise,
we need to increase the number of turns.

Design Example #1 g

+05

je—— 128103 — =
-~ 88738 Dimensions in mm.

-7 5

Further steps:
« select copper wire with suitable AWG size » AWG19

» check A_ /W, = 50% - Warning: bobbin cannot accommodate a
single layer! Not really an issue in DC inductors

- coreloss = 17 mW
» copper loss = 55 mW or
« core temperature increase 2 ~ 7 °C
using the empirical formula R,=53-(V_)°* [°*C/W] where V,is in cm?
- Designis OK .....
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The found 9 turns must be rounded around the bobbin, which is a plastic material associated and
combined with the core. The problem is that the internal length of the bobbin is 7mm, so we have to
check that 7mm is sufficient to accommodate 9 turns. If not, we have to use a multilayer winding. Of
course we need also to select the copper wire before doing this check. The copper wire diameter has to
be chosen so that the current density matches the specifications. If the diameter is Imm we cannot
accommodate 9 turns, just 7, so we need to go for a second layer. The orthocycled winding (right) reduces
the dead space. The other advantage is that also the lateral space occupied by the windings is seriously
reduced, which from the datasheet is (8.7 — 5.2)/2 and we should stay in this limit.

The next step is to compute the core loss. To compute it, we need the Pv-B_hat plot. So we need to
compute delta(B) and then B_hat will be delta(B)/2. L*delta(i) = n*Ae*delta(B) is the formula we need
for delta(B) computation. To get the value in tesla we need the Ae in m"2.

We get B_hat = 31mT, which corresponds to Pv = 40mW/cm”3. This is the core loss, but we want the
power loss per unit volume, so we need to multiply this by the volume of the effective volume.

Instead, the core temperature increase is computed using an empirical formula.

Example 2

Design Example #2

G FEBROXCUE 62

Circuit spec:  Assumptions: P14/8/1 bobbin and core parameters
T A
. |_ = 8 um Bmax = OA3 (3F3) Effective core parameters. P 14 e
Vo

= = SYMBOL PARAMETER VALUE | UNIT
* Idc =3A KW =05 S(UA] | core factor (C1) 0700 |mm’
. AiL= 09A Jmax = 500 A/cm?2 Ve effective volume 628 mm?

e effective length 210 |mm 03,8 5

i Ae effective area 299 mm?2 =y -

Reql.“red al‘ea-produc Ap Amin minimum area 238 [mm? e

m mass of set =35 g

+ Ap =110 mm?*

Winding data an: PAAIEN) for EP-P 1478 coll former il )
PC 14/8/I core satisfies this criterion. | wweer | "wons | Miwe | Sevor | sovver | /i) 5 1
. - . . . SECTIONS (mm3) WIDTH TURN Mxéw = ___\‘\E_ T
Using this core, the design requires: ) ) omy AT
1 [ 2 289 63 —
.« A_<800nH
Core sets for general purpose transformers and power applications
. Clamping force for AL measurements, 60 20 N.
For 3F3 ferrite a std gapped
. . . A AIR GAP
core is available with : GRADE H) be wm)
3F3 100 +3% - 56 - 470
. AL =400 nH 160 £3% -89 =270
250 £3% - 140 -~ 160
i i 315 5% =176 =120
From this we find: 400 +5% - 224 -5

L 2400 +25% = 1340 =0
nx Iﬂ ~4.47— 5 Turns
AL

Beware: min. L =9.5 pH with A =A-5% - may want to get a custom gap!
We use another type of core instead of the E-E core, the Pot core.
In this case we need 5 turns and the internal height of the bobbin is 5mm, so we can accommodate a

single layer of winding. A single layer is better because if we have multiple layers we might have serious
problems with proximity effects.
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Example 3

Design Example #2

-~ 95203 = Sprieg

i

_ 18 1405

Pot core
02 4025

03 ¥
0075 §

56 84
404104015
L]

Pot care

=

L]

Further steps:

« copper wire AWG size > AWG19

» check A /W, 2 37% (quite conservative)
- core loss » 20 mW

= copper loss - 35 mW

» core temperature increase = ~ 4 °C

using the empirical formula R,=53(V,)°* [°C/W] where V, is in cm?
- We can try the P11/7/1.....

‘fHIeD

Design Example #3 (aggressive) o
P11/7/1 bobbin and core parameters
Effective care parameters -
We go for the smaller pot core svuBoL|  PARAMETER  [vaLUE[ uwir | [ L
PC'I'”'T/L ha\nng an area product Z(IrA) care factor (C1) 0860 [mm ' T
4 Ve effective volume 309 mm?®
of 91.2 mm?. N fiective length 163  |mm
A effective area 19.0 mm?
i 1 i i o | Amin minimum area 137 |mm?
Using this core, the design requires: > i 5 Tq
+ A <340 nH
nowscnor | USNS | lihows | (Eemior | probucr
For 3F3 ferrite a std gapped : i e )
core is available with :
- Core sets for general purpose and power app
* AL - 3 1 5 nH Clamping force for AL measurements, 50 £20 N.
AL AIR GAP
R . GRADE u
From this we find: (nH) ‘ wm)
3F3 63 £3% =43 ~ 500
100 3% - 68 =280
nz Lm\n ~5—= 5 Turns 160 3% =109 =170
- . 250 =5% =171 =~ 100
315 5% =215 =75
1750 +25% = 1105 =0

Beware of the tolerance: L =7.48 pH < L, with A=A -5%

Design Example #3

6.8 £0.25>

Further steps:

= copper wire AWG size > AWG19
» check A, /W, > 68%!

+ core loss 2 30 mW

» copper loss = 27 mW (assuming proximity effect is negligible)
» core temperature increase 2 ~ 6 °C

- Very tight design. May want to replace AWG 19 with AWG 20...
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POWDER CORES

It is an alternative to the ferrite core. It is also called distributed gap core.

If we look at the core at the microscopic level, we notice that there is a large quantity of tiny particles
which are made of a high permeability material like iron or iron alloys which are dispersed in a non-
magnetic insulation with low permeability.

The advantage of powder cores is that there is no discrete gap, so the gap is distributed all along the
magnetic core, not physically concentrated in just one location. As a consequence, the saturation is not
sharp.

The other advantage is that the size of the particles is small, so eddy currents can only flow within the
single particle and they are strongly reduced.

* At a microscopic level, magnetic ‘.:.. ® p
alloy powder grains are separated Nonmaie \:... ..:. !' e
Q

from one another by binder P ) % q Schematic
insulation. g ao.. ..5. pri—
(This is not at the magnetic > a S’ Ewnn

) : : a0
domain level; domains are vastly >

smaller than powder core grains.)

« Distributing the gap throughout the powder core structure serves two
main purposes:

1) eliminating the disadvantages of a discrete gap structure, which
are sharp saturation, fringing loss,and EMI, and

2) controlling eddy current losses so that higher B, alloys may be
used at relatively high frequencies, despite comparatively low
bulk resistivity in the alloy.

DISCRETE VS DISTRIBUTED GAP CORE

oo

Air Gap

Metal Powder
Ceramic Layers
l Eddy Current
Discrete air gap Distributed air gap
+ A comparatively large air gap is + Avery large number of small air gaps is
introduced into a basically high- distributed throughout the core.

permeability material that is part

of the path of the circuit. + Distributed air gap allows the opportunity

to obtain much larger effective gaps in the
magnetic path, since it minimizes second-
order effects such as leakage and fringing
flux.

If we consider the fringing flux, powder cores are much better. In the discrete gap case we have a large
magnetic field close to the gap and, the larger the magnetic field in this region the larger the losses due to
eddy currents.

Instead, in a distributed gap core we don’t have a high field region.
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Disadvantages

Ferrite core

Discrete gap

Powder core

problem!

Distributed gap

= Finite Element Analysis (FEA)

= Colors indicate the amplitude
of the magnetic field strength
= red = high
= green=
= pale blue = lowest

medium

» Fringing flux is a

We have reduced the eddy current losses thanks to the small particles but we still have them, so in general

core losses in a distributed gap core are larger than in a ferrite core. The other disadvantage is the cost,
which is in general higher.

MPP High Flux Kool Mu®

Permeability 14-550 14-160 26-125

Core Loss Lowest Moderate Low

Perm vs. DC Bias Better Best Good
Saturation (Bsat) 7.5 Kilogauss 15 Kilogauss 10.5 Kilogauss
Nickel Content 80% 50% 0%

Curie Temp. (°C) 460 500 500

Relative Cost High Medium Low

Available 14,26,60,125,160,

Permeability 200,300,500 14,26,60,125,160 |26,60,75,90,125
Frequency Range 60Hz - TMHz 60Hz - 200kHz 60Hz - 500kHz
* High Flux: 50% Ni, 50% Fe powder core

* MPP: 80% Ni, 18% Fe, 2% Mo powder core
» Kool My: Fe, Al, Si powder core

* Powdered Iron: Fe, Si powder core

MPP is the short for Moli-permalloy, High flux is nickel and iron, Kool Mu is made of iron, aluminum
and silicon (also called sendust).

These three materials can be used as base for distributed gap cores.

SELECTION GUIDELINES FOR POWDER CORES

For the lowest loss inductor, MPP material should be used since it has the lowest core loss.

For the smallest core size in a DC bias dominated design, High Flux material should be used
since it has the highest flux capacity.
Kool Mu (sendust core) is well known for the moderate cost and has significantly lower losses
and substantially better thermal properties when compared to powdered iron cores.
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GAPPED FERRITE VS POWDER CORES

The ungapped ferrite saturates immediately at very low H. Furthermore, ungapped ferrite has also a low
saturation flux density Bsat. If we introduce a gap we stretch the ungapped curve.

Instead, the B-H diagram for a distributed gap core has a much larger Bsat and it occurs very softly
because of the distributed gap and the stochasticity of the distribution of the gap.

B
Iy
1.2 —B sat
iron
powder
1.0 B | .:B
% v : ¥
=
= l«- Al »
w
] Ioc
3 “—=>B/H loop iron powder
. (loop area o to core l0ss)
0.36 B sat. (Ferrite)
B/Hloop [
ungapped B/H loop gapped ferrite
ferrite
»H

0

T 1
10 100
Magnetizing force (Qersteds)

Saturation characteristics

The left plot reports the permeability u on the y axis as a function of the magnetic field strength
normalized to the initial permeability on the x axis. So when the magnetic field is 0 we read 1 on the x
axis. When we increase the magnetic field, the permeability stays the same for a while and then if we
have a ferrite at a certain point we have a sudden drop.

The powder core materials don’t have such a sharp saturation.

In general, with distributed gap cores even if we design the core in a bad way, we never really get into
troubles.

Moreover, the other difference is that the knee of the ferrite moves back as the temperature increases.
Instead, for distributed gap cores, the saturation curves don’t depend on the temperature.

1.0 4 — 5 The gapped ferrite must be kept a safe

T T distance away from the sudden rolloff.
[~ hF il | ‘ ‘ Small shifts in the rolloff curve, or in the
! FERRITE
MPP

[ T
09 1

a— High Flax

effect. This curve shifts to the left with
increasing temperature.

ZOWDER CORE

The powder core is safely
designed to operate part
way down the curve. The
curve does not shift
appreciably with increasing
temperature.

operating point, could have a distastrous
|
Kool My

-
N
a
=

e ¢

7

| hard saturation

s o ©o ©
PN

A
TFerrite gapped to r** \ soft saturation
1an effective

{permeability of 125
| LT |

Per Unit of Initial Permeability

o
INDUCTANCE

o

o

CURRENT Ferrite Powder Core
1 10 100 1000 Current Current

DC Magnetizing Force (Oersteds)

* Powder materials saturate gradually, even when the current load
increases significantly.

« A gapped ferrite will maintain an inductance closer to the unbiased value
until saturation occurs, where a sudden drop in inductance is seen.

« The flux capacity of any power ferrite is reduced significantly as
temperatures rises, while the flux capacity of powder cores remains
essentially constant over temperature.
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Core loss comparison

o = ==
= = ,
[ — Iron powder //// A
— Cool U
1kE — MPP : //;(' /} =2 @50kHZ
& — — Ferrite +- A
E VA4
£ 10 i/
& A /
g / /
< 10 2 ,/,
==
A
1 /
10 100 1000
Peak flux density (mT)
Frequency 10 kHz (100 kHz/500 kHz| 1 MHz
Ferrite 1% 1x 1x 1x
MPP 2x 5x 9x 12x
Kool Mp 2x 9x 18x 20%
Amorph. Choke| 2x 15x 25x% 25%
High Flux 5x 15x 40x 40x%
Powdered Iron | 20-40% | 25-60% |25-100%| 13-21x

In the table we have a comparison between the loss in a ferrite core and the various distributed gap cores.
Ferrite core is taken as a reference. If we focus on fsw = 100 kHz MPP are dissipating five times the ferrite
cores.

In the plot we have the specific core loss, so the core loss per unit volume, as a function of the peak value
of the flux density. These losses are measured at 50 kHz and the comparison is between iron powder

core, Cool U, MPP and ferrite. The power losses in distributed gap cores are fairly larger than in the
ferrite cores.

SUMMARY

- Soft Saturation: ferrite must be designed in the safe, flat area of the rolloff curve. Powder cores
are designed to exploit the controlled, partial roll-off in the material.

- Flux Capacity: with more than twice the flux capacity of ferrite at 50% inductance roll-off,
powder cores can provide a reduction in required core size of up to 35%.

- Temperature: flux capacity of ferrites decreases with temperature while powder cores stay
relatively constant.

- Fault-tolerance: powder core designs are inherently fault-tolerant with soft saturation curves,
whereas gapped ferrite is not.

- Fringing Losses: do not occur with powder cores, but can be excessive with gapped ferrites.

MATERIAL CHOICE

The starting point in our design was to build an inductor with an inductance value of 8 uH, which is the
lower bound. The average current in the inductor is 3A.

We want to implement this inductor using a distributed gap core and the material is Kool Mu, which is
a good compromise between cost and performance. It shows relatively low core loss compared to the
high flux material, the saturation characteristic is soft and there are also other advantages summarized in
the table.

Moreover, the alloy on which this material is based is an iron-aluminum-silicon alloy which shows an
almost 0 magnetic striction (it’s a property of magnetic materials that causes them to change their shape or
dimensions during the process of magnetization).
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Magnetics Kool Mu®

» Near zero magnetostriction alloy — ideal for eliminating
audible frequency noise in filter inductors.

| KoMy
Permeability 26-125
Core Loss Low
Perm vs. DC Bios Good
Temperature Stobility Very Good
Temperature Raing 200° C continuous.
Saturation Characterislic Soft

Nickel Content 0%
Relative Cost Low

SELECTOR CHART FOR KOOL MU TOROIDAL CORES
Once we have chosen the shape of the core, toroidal in our case, and the material, the manufacturer

provides selection chart.

77165, pg 435
VI3RT026, g 439 "
. 26p 77337, pg 4-34
o 02,0433
T / 77908, pg 432
0 17616,pg 429
77212, pg 428
M8, 477
7170, pg 426 7
. 77439, pg 424
B pers
E 60p 77083, pg 423
E gy pen 1071, pg 420
T mwpen -
= d 90p 1193, pg 419
&£ 77354, pg 418 i mu
= ,pg 417
£ mumne W M0, pg 414
E e L/ nnsol pg 13
77130, pg 412 '
— 77040, pg 411
71280, pg 410 yd 77280,pg 49
77410, pg 47 7T|]30’ pa 48
7720, py 46 = 77240, pg 45
7702, pg 14 80,943
77150, pg 42 7—’ '
s | MApg 41
0.0001 0.001 0.01 01 10 100 1000 3000

LI, (mH-A?)
» Charts give the optimum permeability and smallest core size for DC bias applications.

+ Charts are based on a permeability reduction of not more than 50% with DC bias, typical
winding factors of 40% for toroids and an AC current that is small relative to the DC current.

+ Charts are based on the nominal core inductance and a current density 500-600 A/cm?Z.

In principle, we can always use the Ap product procedure seen in the previous examples to pick up the
distributed gap cores, but this is not necessary because of the existence of these selection charts. This
chart is though to allow the designer to pick up the core with the optimum permeability and the smallest
size compatible with the application. So by using this chart we get the optimum core size and
permeability.

On the x axis there is the product of L, the inductance, and "2, the current in the inductor. Li*2 is
proportional to the energy stored in the inductor, so basically we are selecting the core on the base of the
energy stored in the inductor.

In some cases, if we want to be extra-safe we might think to use the maximum current, which is the sum
of the average current and half of the ripple.

Once Li*2 has been computed we look at the chart and we move vertically till we cross the black line.
We crossed it in the region with red horizontal line, which corresponds to a relative permeability of 125.
Once we have selected the permeability we have to continue vertically upwards until we cross the first
colored horizontal line (in this case it is immediately above the black line). Then we move horizontally
and we get the suggested part number of the toroidal core with the best sizes for the application we are
targeting.
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1. Compute the product of LI2 where L = inductance required with DC bias
(mH) and | =DC current (A)
- LI2=0.008(mH) X 9 (A2)=0.072 mH-A?

2. Using the Kool My LI2 chart locate 0072 mH-AZ on the bottom axis. Following
this coordinate vertically results in the selection of 77130 as an appropriate
core for the above requirements.

3. From the 77130 core data page read the inductance factor, A (nH/T?)

» note: | —p? BA _ n?.A | ---ALis theinductance corresponding to a
single turn
Kool M.” A Core Marking Coati
Permeability (nHIl:I"‘) Lot Part Inductance g:|:,",g
1 Number Number Grade
125 53+ 12%/] XXXXXX 130A7 N/A Black
~—
4 o Uncoated Coated Limits Packaging
(mm) | (in) | (mm) | (in)
oD (A) 112 | 0440 | 119 | 0465 | max Bulk Pack
- 4 bags/box
B ) ID (B) 635 [ 0250 | 584 | 0230 [ mn Box Qty= 6000 pes
See part 7_additional reading HT (C) 396 | 0156 | 460 | 0.181 | max

naterials: 7.4_77130 data sheet

Once we have the part number we look at the catalog and the most important parameter is the inductance
factor A, that is the inductance we would get from the core by just using a single wire core. Using this
parameter we can compute the inductance of the inductor with the formula in the red box. But since we
know the target value for the inductance, we can solve the formula for n to get the number of turns.

Of course, Ay is a value with a tolerance, and we have to put ourselves in the worst case scenario, that is
53 — 12%, because the target inductance is a lower bound, we don’t want to fall below 8uH, so we take
the minimum Ay.

A, of the selected core is 53 nH/T2 + 12%. The minimum A_ (worst case) is
core is A -0.88 nH/T2.

4. Compute the number of turns needed to obtain 8 pH at no load

. L(},lH)-!OOO 13
A_(nH/T?).0.88

5. To calculate the number of turns required at full load, determine the DC Bias
Ampere -Turn product and check the effective inductance fator A’
55

45 80%

40

77130 data sheet

x
AL (nHT?)

salpes
omo 0o a &

0 10 20 30 40 50 60 70 80 90 100

__the A-T product is 39 AT, yielding A', ~ 42nH/T?

Looking at the image, we get n = 13, which is a first guess on the number of turns that has been calculated
by considering a zero current flowing through the inductor. This is of course not true because the current
in the inductor is not 0, we have 3A. These 3A will produce a magnetic field that will be pushing us
toward saturation, so we need to understand the impact of this current on the permeability and, in turn,
on the inductance factor.

To perform this check, the manufacturer is providing the plot x. Ay is displayed as a function of the A*T
product, which is the ampere-turn product. The A*T product consists in the multiplication of the current
that flows in the inductor by the number of turns, that in our case is 3*13 = 39. Then we go vertically in
the plot until we cross the blue line and we get the corresponding A value, 42 (reduced from 53).
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We are interested in working close to saturation because if we work at higher magnetic flux density close
to saturation, the higher the flux density the smaller the size of the core. So we can take advantage of the
soft saturation to get close to saturation with no risks because there is no sharp knee like in ferrite, the
approach is very smooth, and doing this we are able to squeeze the size of the magnetic core.

In general, from the selection chart of page 241 we pick up a core where the effective inductance factor
is between 50% and 80% of the nominal inductance factor.

However, there is a problem. Since the permeability at full load (3A) is not 53nH/T"2 but 42, we need
to increase the number of turns to restore the desired inductance value, otherwise our final inductance
will be smaller than the target. The new number of turns is adjusted with the empirical formula below.

6. Addjust the number of turn according to

n'= nA—!- =16 empirical formula!
L

7. Re-calculate the Ampere -Turn product and check the new inductance fator

AY!
L 55 I
.—.—'_"F-_
50
a5 B ey ™
T ——
35
£ 2 R 50%
EZS ______ o e | e b o] o - - - - —]
P
15 1
10
5
0
0 10 20 30 40 50 60 70 80 a0 100

AT

... the A-T product is 48 AT, yielding A" = 37.5nH/T?

We notice that the formula for n” doesn’t have a sqrt dependance on Ar. This is due to the fact that, if we
increase the number of turns, we are also increasing the magnetizing field (magnetic field strength) and,
since we are working close to saturation, we are decreasing Ay.

Now we have to check if n’ is a good result with the same procedure of before. AL’ = 37.5 nH/T"2.
The final check is, by using Ap”, that the L value is correct.

8. Calculate the inductance of the core with 16 turns and with 48 AT DC bias level

n? A (nH/ T%).0.88
1000
... the minimum inductance requirement of 8.0 pH has been achieved at full load .
Should the final L be unsatisfactory, iterate again.

L(uH) = =8.45uH OK!

9. Select the wire size using the AWG wire table

] 00260 ol 02 133 %5 02 e 531
10 00328 %] 560 105 270 %3 s LAl
1} 04 8 “s Lk 167 08 50 333
n? 00521 213 3.4 662 32 [} 198 il
13 00856 907 4 525 0s 131 158 204
" 00826 115 nl 416 833 104 125 167
15 01044 159 184 1% b6l 826 LAl 132
16 01319 1369 Wi e 5 654 185 s
] olese prs n 208 46 520 o 12
K iy 25 94 185 i 4 o 58
=] 131 241 an 52
7 03323 B/ 14 208 Y an 415
2 i o I 0623 165 206 o 3
7 05315 oo 38 0849 130 142 195 25
n 06663 0632 kAl 051 14 129 155 o

NB: with distributed gap cores we want to work on purpose close to the saturation, taking advantage of
the soft saturation, in order to get the minimal size core.

If the L value we find after the first iteration is not satisfactory we have to go through another iteration.

243



The next point is to select the wire size. This is typically easy because the guideline is that the current
density in the wire must be, from specs, around 500 A/cm”2, and the manufacturer provides a table
where we find the current densities and the Irms that flows in the copper wire producing that current
density.

The target Irms = 3A, so we look in the 500 A/cm”2 column until we find the closest value to 3A.

We can also read the specific resistance per unit length (Ohm/m) and the outer diameter of the copper
wire, which has an insulating layer covering it.

Winding factor

The last step is to compute the winding factor, which is the ratio between the area occupied by the copper

inside the window and the area of the window. The window area of the toroidal core is found in the
datasheet (x).

« The wire table indicates that 19 AWG is needed to carry 3.0 A with a current
carrying capacity of 500 A/cm?2.

« 16 turns of 19 AWG (wire area = 0.754 mm?) equals a total wire area of 12.06
mm2.

« The window area of a 77130 is 26.8 mm?2. Calculating window fill, 12.06
mm?/26.8 mm? corresponds to an approximate 45% winding factor.

Physical Characteristics
Voltage 2
Break | Window | Cross Path ; 77130 data sheet
::::(::’Vivrz Strength Area Section Length \)I 1'":::5) W?ghl
& 2 = e
min (Vic) min (kg) | Wa(mm?) [ Ae (mm?) | Le (mm)
1000 12.0 26.8 9.06 26.9 244 1.5
Window X y Z
Winding factor usually limited to 50% ! 4

« A 77130 with 16 turns of 19 AWG will meet all the requirements for this inductor.

Now the inductor is finally built, but there are some checks we need to perform, that are the computation
of the core loss and copper loss and of the temperature increase.

CORE LOSS

Power dissipated inside the core, and they can be calculated using the graph provided by the manufacturer
which is specific core loss vs peak value of the AC component of the flux density.

Bpeak is half of delta(B). To get Bpeak in T, we need the A in m"2. The area is found in the table of the
previous image, Ae (y).

10000 |1 25 p Kool Mp
‘Sﬁ““
1000 s
= > B- A _oomsT
T — 2.N-A
= ¢
= .
_.g " > P(': :91.58-8'3;{2 18 =470 (MW / cm?)
K a2 note :f in kHz
10
Volume = 244mm*
1
vl o P. =114mW
B Flux Density (Tesla)
L-Al L-Al
V-NAﬁ-Ld—I'=> AB=—" = BPK:—
L dt N-A 2-N-A
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Once we have the specific core loss from the plot we have to multiply it by the volume (again we have to
look at the previous table, z) to get the core loss.

COPPER LOSS

We are speaking about losses in the copper wire by which the inductor is made. If the current in the
inductor is almost a DC current the computations are quite easy, while if the current has strong AC
components at high frequency (big ripples), we will have skin effects and proximity effects that are
increasing the resistance of the copper wire by orders of magnitude, thus increasing the copper loss.

Let’s start from a simple situation where the current flowing in the inductor is either a DC current or an
AC current with a sufficiently small frequency not to have skin effects. In this case the computation of
the power dissipated by the copper is gained by computing the DC resistance of the wire and multiplying
it by the squared rms value of the current.

DC resistance of wire

_ b
k=p 4
where 4  is the wire bare cross-sectional area, and
(, is the length of the wire. The resistivity p is equal i)
to 1.724:10-¢ Q cm for soft-annealed copper at room
temperature. This resistivity increases to R

2.3-10°Qcm at 100°C.

The wire resistance leads to a power loss of
PCH = [iJW.SR
NB: the resistivity increases with temperature. Moreover, when we select the copper we have the
resistance per meter value, and to get the total resistance we need to multiply it by the total length of the
wire.

High frequency copper loss

Currel
(ﬂéﬁ‘:m’ 30 H ‘ 7]

14 AWG

ws 0 1BAWG | |
Al
/|

Wire

4

24 AWG

o 18 4
Eddy = 30 AWG
currents ] /
i(r) & 10 \ ) /
rd
r2 ‘X/
x R,=R,———— 8<r 5 A~ <l
® -8 éﬂ——- A gl
o guill R
d = o(f) . |
100 K 1M 10M
FOF COpper at room f - Frequency - Hz
temperature, sinusoidal
excitation: 75
5="""cm f expressed in Hz

Jf

Let’s suppose to push a sinusoidal current with a given frequency in the copper wire. However, our
current is made of a DC value to which it is superposed a triangular AC signal. Nevertheless, the we can
decompose the triangular AC part in its spectral components and analyze them singularly (in fact they
will be sinusoidal).
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The first thing if we consider an isolated copper wire is the skin effect. It is an effect according to which
if we increase the frequency of the current, most of the current will concentrate on the surface of the
copper wire.

The skin effect is a consequence of the eddy currents that we are generating inside the wire. When we
push a sinusoidal current in the wire, using the right hand rule we are generating a magnetic field that
goes like loops inside the copper wire and due to the magnetic field we are inducing eddy currents.

The direction of the eddy currents is such that they produce a magnetic field that is opposing to the
magnetic field established by the current.

Due to this effect, eddy currents in the central portion of the copper are opposing the current, while eddy
current close to the surface will be adding to the current, increasing it close to the surface. The overall
current is not changed, what we are changing due to the skin effect is the distribution of the current
density.

Current

Eddy

currents

Eddy

currents

inr

The skin effect has a consequence on the resistance of the copper wire and, in turn, on the power
dissipation.

We can think as if the current is concentrated in an annular region close to the surface at high frequency,
where the thickness of the annular region is equal to the penetration depth.

Since we are not using all the available copper wire, the resistance seen by the current will be large than
the resistance in the case of a low frequency current.

The difference in resistance is given by the ratio of the total area of the copper wire and the area of the
annular region, as in x. When the penetration depth delta is equal to the radius if there is no skin effect
and AC and DC resistances are the same.

Proximity effect
When we speak of a skin effect we are considering an isolated copper . | v Iz
wire where we are pushing HF current and due to the HF current the |/, /), @
current density is concentrating towards the periphery of the copper — /) 1
wire. So it is the magnetic field generated by the current itself that

N Al
determines the redistribution of the current itself. / ?
Instead, in the case of proximity effect we have a copper wire with a 7 i-] [“]
current flowing in it. The current is a LF current, so there is no skin vy AR
effect. However, there is a variable external magnetic field in proximity. K J L 777777
The consequence is that we are generating inside the copper wire loops | 4/ Al
of eddy currents whose direction depends on the right hand rule. l\ j ,/

a. Skin effect and b, proximiry effect in round conducrors
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Two conductor proximity effect

Let’s we consider two copper wires close to each other and that there is current entering in one direction
in both the wires. If we focus on the copper wire on the left, the current that flows in it is producing a
magnetic field which is impinging on the adjacent copper wire, inducing eddy currents. The direction of
the eddy current is so to generate a magnetic field that opposes to the one that has generated them.

Due to the generation of eddy currents we have an increase of the current close to the external surface of

the copper wire and a decrease, since they counteract the external flow of current, in the internal volume
of the copper wire.

magnetic field
from wire 2

» Ac currentin a conductor induces
eddy currents in adjacent conductors
by a process called the proximity
effect. This causes significant power
loss in the windings of high-frequency
transformers and ac inductors.

S A
/ T ocurrents [ ain
same proximity / current
effect from = e g A
wire 1 main - eddy  main + eddy
lower = higher

S. Zurek, Encyclopedia Magnetica, CC-BY-4.0

current in same
direction

O @ current in opposite

direction

There is a simple way to understand where the surface current is concentrating in a copper wire in a
situation where we have high frequency magnetic fields and high frequency currents.

Golden rule for HF current

The One Commandment of HF Current

e

Current is proportional to H field

curren! flowing on a surface is proportional to the H fiokd next to that surface

Some nice things to remember:
The H field (B/u) is usually negligible in cores

No H fields inside conductors of size >> &

Eddy currents are always acting in a way to prevent the penetration of magnetic field inside the
conductor.

According to the golden rule, if we have two adjacent wires with current in the same @/ /
direction, the current is concentrating on the surface because in the inside of the wire (,Q J@ﬁ ’

the H field tends to cancel out if the copper wires have the current in the same direction. & 2 ¥
Instead, if the currents are in two different directions, the H field tends to build up in |/ @}/@5)



the region in between the copper wires and tends to cancel out in the outer region, so current density is
concentrated towards the inner surface.

Example: proximity losses in a 5 layer inductor
The inductor includes 5 turns. We need to make some assumptions. b is the breath of the magnetic core,

i.e. the height of the window.

If these assumptions are verified we can perform a 1D analysis.

+ Spiral wound inductor

Assumptions:

(o

« Radius of curvature >>h
« w>>h

&’ w=xb

» sinusoidal excitation

1D analysis

In the next image we have half of the inductor and let’s assume that the current flowing in the inductor,
that enters in each layer (dots) is a LF one, so the current density is constant in each layer.

First of all, the H field inside the magnetic core is almost 0 (it is 0 if the permeability is infinite), and this
can be demonstrated using and electrical equivalent of the magnetic circuit with a magnetomotive force
of 5*1, the reluctance of the core and the reluctance of the gap.

We want to calculate the magnetomotive force drop Fc across the reluctance Rc. Fc = Hc*Ic =
5i*Rc/(Rc+Rg). Ic is the length of the magnetic core. If the reluctance Rg goes to infinite the permeability
goes to 0, so the core permeability goes to zero and so Hc tends to zero.

Low frequency
« J =const. inside copper foils

b  Apply Ampere’s law along +~ —
dashed paths S5
* Hcme:’ 0 6
L + MMF (x)= enclosed current
= ‘ (x)

i
O}
<
]
>
<
3

> Hx)=

MMF(x)
b

MMF
F (x)

. - ] In particular:
ai -
3 : H. = l
2 ! o b

We can compute the magnetic field strength in the window between adjacent layers (HO, H1, ...) using
the magnetomotive force plot. It is a plot (the one in the bottom left) of the MMF as a function of the
position x moving inside the window starting from the boundary of the core that can be drawn using the
Ampere’s law (the total magnetomotive force along a closed loop is equal to the current that crosses the
loop). So let’s consider an amperian loop, that is the red one in the image. One boundary is x and fixed,
the other one is moving inside the layers.
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If we move inside we are intercepting some current, but not all the one in the layer, just a slice of it; the
more we slide into, the larger the current we intercept so the larger the magnetomotive force. Between
one layer and the other the magnetomotive force is flat because we are not intercepting any current.

To compute the magnetic field inside the region between adjacent layers we consider the current enclosed
by the amperian loop and the H field is just in the layer region. In particular, H1 = 2*HO0, H2 = 3*HO and
so on.

Since current flowing on a surface is proportional to the H field next to that surface, if we consider layer
1 in the next image, we have 0 H field on the left and 1 HO on the right. So the current will be concentrated
next to the right surface of the layer, because since we have one unit of HO we need one unit of current,
which in this case corresponds to the net current entering the layer.

In the second layer we have 1 HO on the left and 2 HO on the right surface. So we will have two units of
current close to the right surface and one unit of current close to the left surface. However, the net current
must still be 1, so current is entering on the right surface and exiting on the left surface. So the additional
units of current are like an eddy current contribution recirculating in the layer. In the third layer we will
have two eddy currents, and so on.

Symmety axis i

Core

Layerd (s) -

Each layer carries a net current |

Each layer has thickness h >> 3.
Current

» Surface currentinduces equal and ~ *™"
opposite current on adjacent
conductor

» This induced current returns on
opposite side of conductor Effective current density distribution

due to proximity effect

The problem is that the more we move to the left the more the parasitic currents increase, and this is a
pain in the back because it increases power dissipation.

High frequency limit

What is the impact of the current concentrating on the surface?

This analysis is valid only for high frequency, where the penetration depth is negligible with respect to
the height of the copper foil.
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If we consider the first layer, most of the current is confined in a region close to the surface of the copper
foil, with a thickness equal to the penetration depth (we can consider a constant current density extending
over a thickness equal to the penetration depth). So this current is using just a fraction of the copper foil,
hence we can understand what the AC resistance of the copper foil is at HF by making the ratio of the
copper areas; the effective used copper area is delta/copper_size.

The current i(¢) having rms
value I is confined to thickness | h
d on the surface of layer 1. == -
Hence the effective “ac” T B O SN —
resistance of layer 1 is: ®
h h @ 20 3P (:%ﬂ.f[l 208 5P
R,=2R, - % % %%
a i) dc 153 (o
1 53
This induces copper loss P, in ® \ﬁ %ax F‘ a? A5
layer 1:
D= IR, et )

Power loss P, in layer 2 is:
Py=P +4P =5P,

Layer 1

Layer 2 w
-

Layer jﬁ

Layer 4

Layer 5

Power loss P; in layer 3 is:
Power loss P, in layer m is:

h
( h) A eu’(' )

Instead, in the second layer we have a current close to the left surface and two units of current close to
the right surface, so the total power is P1 + 4P1.

Py=(22+3%)p = 13P,
P ilzl(m— l)2 tm?

n

NB: the current is negative (entering) on the right side and positive on the left side because the magnetic
field strength inside the copper wires at HF must be 0, and this is an effect of the eddy currents, which
tend to prevent the penetration of the magnetic field inside the conductors. Since the current inside the
conductor is 0, we can apply the KCL to a loop comprising the right surface of layer 1 and the left surface
of layer 2 and the net current crossing the loop must be 0 because the magnetic field is 0.

If we have M layers, the formula in the next image gives the total power dissipation.

; . M N
Add up losses in each layer: I-’:lz[% R[k‘] 2,1 (mi l]‘ +m3]

Compare with dc copper loss:

If a dc or low-frequency ac current of rms amplitude 7 were
applied to the M-layer winding, its copper loss would be

P, =PMR,
So the proximity effect increases the copper loss by a factor of

- _ P _1(h 2 _
Fa= L)+ 1) =r s,

This expression is valid for a
foil winding having h>>5.

If we were in DC, the power dissipated would be 1"2*Rdc*M. Instead, the Pdc/Pac ratio is called
proximity effect factor = the larger the number of layers the larger the power dissipated in AC with
respect to the one dissipated in DC.

We can notice that the higher the frequency, the smaller the penetration depth and the higher the
proximity effect factor.
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The impact of this is dramatic. In the HF assumption (h >> delta), a 5-layer inductor has a ratio between
AC layer resistance and DC layer resistance is 221.08.

NSIGUVE LUIIGIHIL USTIDILY (M)

- N W s o

Layer 3

Leonardo_§

Layer4

E

‘ Core
. N « The term A, is the ratio of the height of

] curentinto page a winding layer, divided by the skin
[ | current out of page depth for the given frequency of

PAIN

Layer 1
Layer 2
Layer4
Layer 3
Layer 2
Layer 1

A (A WA A A ANTIRY

« Each layer carries a}tnet current of 1A

analysis: A h, ﬂ.)) $
=5
Layer Number (1 = outer layer) J S (R C/KJ A
- iR )
1 2 3 4 5 Overall RR,. /«) 2‘1 e)b
0.3 A=146| 135 3.91 9.04 16.74 27.01 1.6 S .

5[ oo N A=280] 281 | 1487 39 7519 | 123.45 514/ AC 1o DC resistanee
g | - ot= : ' ’ v = ratios at 100 kHz for 5-
5 09mmA=433] 433 22.25 58.1 111.86 | 183.55 76.0 / layer windings
©
-

[ 1.1 mnka=5.38)] {538 )[C2695)] 7000 | 1348 [ 22108 | Co1.7Y

( with differe i

0.3 mm 2 layers 1.35 3.91 - - - 26

Y =0.206m
Rk =2 Pug) =52 _ 6 i

The overall Rac/Rdc is the sum of the values of all the layers divided by 5, and we get 91.7.

The conclusion is that the AC resistance of this 5-layer inductor with the copper height of 1.1mm and
operation frequency of 1kHz is 90 times larger than the DC one. Hence the AC power dissipation is huge
with respect to the DC one. This is the dramatic effect of proximity effect. In an inductor with multiple
layers, the AC power dissipation is orders of magnitude greater than the DC one.

Proximity losses in inductors

In the image we have two inductors with the same DC resistance value, 0.8 Ohm. The difference is that
in one case (left) we are using a pot-core and a single layer or windings, while in the other case we have
6 layers because the breath of the inductor is much smaller. At DC we don’t have any difference, but if
we increase the switching frequency up to IMHz, the RMS8 core has a limited increase in resistance, of
more or less 1 Ohm, while the resistance of the drum core increases a lot (factor 200).

Gap Winding

Bobbin Gap Winding
RM8 core drum core
Measured Winding Resistance
Ohms
10 |
8
. Drum Core /
4 1.6 Ohm /
2 | T
0.055 Ohm Gapped RM8
1k 10k  Frequency (Hz) 100k ™

The important message we can take from this is that if we want to avoid serious proximity effect we

should stick to an inductor having the maximum breath so that we can allocate a single layer of copper
wire.
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The thing is completely different in transformers, because in transformers we can fight the proximity
effect with winding interleaving.

(For a deeper insight on proximity effect check part 7 from slide 98 to 108)

Total loss in M-layer winding
Starting from the following equation:

Fr=0: [G,((P) +§(M2 -1)-(G,(p)- 2G2((P))}

We can report the curves for the proximity effect factor Fr as a function of phi = h (copper foil height) /
delta (penetration depth). What changes between one curve and the other is the number of layers. The

curves are known as Dowell’s curves.

. ] 100 R Nummber of layers M = IJ:' \[E[L(J/S/T 6 5 4
Proximity effect factor Fy 1117
J 11 7Y/
* Fr = R./Rpgc TN Z
L~ 2
* ¢= layer thickness/penetration depht // // v A
p
+ Large diameter 10 //// AU
I
= Significant R,/ Ry, il ’/;/’/ [V 0s
+ Large layer count ////
A
= Require diameter <<3
q | 4 /// |

» Non-sinusoidal waveforms 0.1 I 10

= High frequency harmonics ¢

R, to Ry ratio for due to the proximity
effect, as a function of ¢ =h/5 and layers
number, for sinusoidal excitation

If we go to the region where h >> delta, so phi is more or less 10, the Fr we get is the Fr we can get in
the simplified approach. Moreover, if the number of layers is fixed, e.g. 3, the larger the thickness of the
foil or the diameter of the copper wire, the higher the Fr, so AC dissipation will be much larger than DC

dissipation.

At a fixed h/delta, i.e. if we move vertically, the larger the number of layers the larger the Fr.
NB: Dowell’s curves are obtained with a perfect sinusoidal excitation and assuming square copper wires,
so we need some geometrical manipulations if we use round wires, according to the formula:

_h_ — /md

YTy Vg g

where d is the diameter and eta is the winding porosity, typically 0.8.

Skin effect or proximity effect?

Let’s assume we have an inductor as in the image, with just one single layer of round copper wire. To
have a pure skin effect, we would need a wire that is isolated in the universe. But when we put it inside
the window of a magnetic core, the magnetic field is concentrating on the internal surfaces of the copper

wires, current is concentrated close to the core.
This is much worse than skin effect, because in skin effect the current distributes all along the perimeter

of the conductor, here it is just close to the internal surface.

Even with a single layer of turn the proximity effect is still there. Moreover, if in a region we have the
superposition of fringing and proximity effect we might have serious troubles, the temperature might
skyrocket and the copper wires melt together.
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Gap Winding Relative Current Density (A)
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HF COPPER LOSS IN A TOROID WITH SINGLE LAYER

The simplified analytical treatment used for an E-E core or pot core is not possible in a toroidal inductor
because it is a 2D structure that cannot be reduced to a 1D structure, so we have to compute the Fr with
numerical methods.

We are interested in the red curve. In our case we are working at 400 kHz, and D/delta = 8. The red
curve is intercepted at a factor Fr = 5.

Normalized Frequency
2 4610°2 4610 2 4610 2 4610°2 4610 \ n
' e A S o I LA T T TTTITN T 7 D 2]
T 2 T T1100 ~ )

oL &5 i S e His ;r§7 =5
sEEAH —— —LA M 7 ~
LD = = A NS
ST T {f A 7N 4
V B A
2 . /I? 2
a2 . ,
: —CH HHE -
5 %554 5
Rac 4 I //// — - 7 o
[OF: 74 ;
i o= é' d @ @
2F1 @)- / 2 Single Layer Winding
I s ——=ih Curve (1) in figure is the AC/DC
P13 — - — — o resistance ratio vs. D/  for a
fw,z: - single layer toroidal winding,
=g ] - 3 assuming;
2iqupig g g gl g g epeeglgiz - many turns of relatively fine
(1) 1 Lyr. Wag., Lorge N D/ (Wire Diometer/Skin Depth) wire;
(2) 2 Lyr. Wdg., Large N - a core OD/ID ratio of nearly 2.0.
(3) 2 Lyr. Wdg.; IN = 94, A AWG = 1 Fi 10
(3) 2Lyr. Wdg.; IN = 48, A AWG = 2 'g'

Winding loss

However, our current is not a sinusoidal one, it has a DC contribution plus a triangular ripple. Firstly we
need to get rid of the DC component, which produces a loss that can be computed using the DC resistance
of the copper wire. As for the AC contribution, if it is pure sinusoidal we just read the amplitude and we
use the Dowell curve. But in this case we have a triangular contribution, and it can be split in its harmonic
components. In principle we should take the rms value of the harmonics, multiply it by the Rac calculated
at 400kHz fir all the harmonics.

However, the amplitude of second and third harmonics is negligible with respect to the fundamental
component, so we can do some simplifications, and this is the reason why from the sum we are left with
I1, that is like having a pure sinusoidal waveform.
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Re2g ; T Harmonic Content

172 ; - ]

300000 1200000

Frequency

CCM operation with 30% peak-to-peak current ripple.

We can just consider the fundamental harmonic (weigth of higher
order harmonics is negligible)

« Split the dc and ac current components

L =1, = 3A
o 2
L =yE. & =[S =026Ax], [note: | = |§+?—'2
i=1

So the rms value of the AC component can be ascribed fully to the first harmonic.
We can compute the winding loss as below.

. 4
T w Fag® Q&c +L Rac

Rdc is the number of turns in our inductor multiplied by the specific resistance of the copper wire
multiplied by the average length per turn. The average length per turn can be found in the datasheet and
it depends on Fr and it is not just the perimeter of the toroidal because the winding it’s a bit skewed.

length _
R, =Ny — R =16-18.6mm-2.64-10°Q/mm = 7.8mQ
de turns turn specific
Winding Length Per Turn
Winding Winding
Factor (mm) Factor (mm)
77130 data sheet
0% 15.2 40% 181
% %
D W W T
Q=—-8 @ 400kHz 30% 174 60% 199
8 35% 17.8 70% 209

Using the the AC/DC resistance ratio graph for toroidal core with a single layer
Ry =5Ry. ~40mQ

Therefore:

[PW =12 -R, +1.2-R, =70mW +2.7mW = 73 mvv]

In the end Rac = 5*Rdc and we can compute the power dissipated in the copper windings. We notice
that, just by chance in our design, the AC contribution is negligible, but it is an expected result because
we are designing a DC inductor, and most of the current is DC current.

Current that is not a DC current

If we have an inductor that is working, for instance, at the boundary between CCM and DCM, we cannot
neglect the second and third harmonics. Hence we have to split the current in its harmonic components
and, for each component, by using the Dowell curve, we compute the Rac and then we compute the total
power with the formula in the image. It is the DC power plus the rms of the fundamental current
multiplied by Rac at the frequency of the fundamental plus all the other contributions.
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* The current waveform should be split properly into its full spectrum of frequency
components, and each of these used with the corresponding ac resistance calculation.

Carrent

Harmonic Content
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2) Calculate ac resistance =1
i 2 2 W i
for each harmonic + [ ma 2 RAG 2 + |/ o RAC_3

3) Calculate the winding loss

+ o

Non-sinusoidal waveforms — time domain approach

There is another approach, which is in the time domain. We firstly build the inductor, and once it is built,
we can extract the corresponding Dowell curves. Then we can use a software to extract an electrical
model of the inductor starting from the Dowell curve, taking the proximity effect into account. We can
put it in Pspice and then working in the time domain to compute the power dissipation.

The model has a DC resistance plus a ladder network of resistances and inductances. At DC only the DC
resistance survives, while if we increase the frequency, the most bottom inductor opens and we are adding
a resistive contribution and so on with the increase in frequency.

* Alternatively, a suitable equivalent circuit can be extracted from Dowell’s curve to simulate
proximity losses.

Step 1 Step 2
Define the Winding Structure Sweep Dowell’s Eqs for AC Resistance

(Can also measure with AP300)
Gren

Findn, Rdcand L

SFEP 3 o Step 4
Circuit Model to Match Predictions Simulate Waveforms - all Proximity Loss is Time Domain
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Dr. Ray Ridley, ridleyengineering.com
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CORE TEMPERATURE RISE

The last step is to compute the temperature rise of the inductor. Core power dissipation and copper
dissipation has been computed in the previous steps, and the temperature rise can be computed with the
formula x, where we are using R_theta which is the thermal resistance.

+ Total loss
Pror =P, +P, ~190 mW
+ Temperature rise
X AT=P,,;-R,~20°C ©
Using the empirical formula R, =53-(V,)*** [°C/W], where V. is in cm?3
Delta(T) is not the final temperature, but the temperature increase with respect to the ambient

temperature.

The next image summarized the output of the software that each manufacturer of magnetic components
provides.

Design Output

Core Information Inductor Information
Part Number 77130-A7 Inductance at Full Load (uH) 8.04
ID (mm, nominal) 6.3 Inductance at No Load (uH) 13.57
OD (mm, nominal) 1.2 Effective Permeability at Full DC 740
Height (mm, nominal) 41 Wound Core Dimen. (mm) 145x86
Permeability 125 Number of Tums 16
Core Area (sq cm) 0.093 Wire Size (AWG) 19
Path Length (cm) 275 Winding Factor 046
AL (mH/1000 tums) 53 DC Resistance of Winding (Ohms) | |0.007
Recommended Header TV-H2206-44 Core Loss (mW) 951
Select Core from List Select Copper Loss (mW) 704
™) English @) Metric Total Losses (mW) 165.6
Temperature Rise (degrees C) 137
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OUTPUT CAPACITOR SELECTION

» ESR is an abbreviation for Equivalent Series

-1~ Co
Resistance, the characteristic representing the sum of
resistive (ohmic) losses within a capacitor.
» While ESR is undesirable, all capacitors exhibit it to g Lest
some degree. Capacitor manufacturers look to ways
to reduce the ESR of the capacitor... .
» The ESL is rarely specified by manufacturers. §

Becomes significant at high frequencies.

The real capacitor is typically a series of a capacitance, a resistance ESR and an inductance ESL. In
general, both ESL and ESR are unwanted contributions to the capacitance.

The ESR of a capacitor is always quoted in the datasheet, but the ESL not always. However, in general
ESL is so small that comes into play only at very large frequencies, so we can neglect it.

BUCK CONVERTER
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The current in the capacitor is the inductor current with the DC component that flows in the load
removed, so we are left with a triangular current with 0 average. This current flows in the series of the
three components of a real capacitor.

1
- 1 -
-~y : L. oTT " \‘\f/ t
] R 1 Vi &
I E$f| /\\\-
1 1 0 T
I . LT ~_ 1.7 1
o
QT// \\ T
1 t_ . \\\_//;’ t
VO = VO +_J.IC(t)dt+ReerC(t) A
C,o ve
e ‘\\ T
A v
,1’/ T s\f t

257



The ESL produces a square voltage waveform contribution because we have to derive the current to get
the voltage on the ESL. The ESR produces a triangular contribution and the capacitance produces pieces
of parabola.

Av,y, =Ai -ESR

Av, - Aig
SCO fSW

Av, = Ai +Aj -ESR ==> Conservative estimation!!
SCO fSW

"6

)
ey V)
.

N N s
-00al T —0.04 17

008 L L -0.08 L L
0 0z 04 06 08 1 o 02 04 06 08 1

AVESR - AVC AVESR > AVC

The overall peak to peak voltage ripple at the output is the sum of the ESR and capacitive contributions.
This is a conservative estimation because capacitive and ESR contributions are shifted by 90°, so the real
peak to peak ripple is smaller than the sum of the two contributions.

However, when delta(Vesr) >> delta(Vc), which is the typical situation for electrolytic capacitors, the
total peak to peak ripple is dominated by the ESR contribution.

CAPACITOR TECHNOLOGIES

s
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Typical capacitors in PE applications are film, ceramic and electrolytic capacitors (mainly the last two).

Ceramic capacitors

They are divided in two subfamilies, class 1 and class 2, and it depends on the type of dielectric material
with which the capacitor is made. Class 1 has a dielectric with a relative permittivity epsilon_r which is
typically a factor of 10. Class 2 has a epsilon_r as high as few thousands, so their volumetric efficiency is
much larger than class 1, i.e. we can get a large value of capacitance in a small volume. We cannot go
always for class 2, because there are some drawbacks. Class 1 provide a capacitance that is stable with
applied voltage and temperature, class 2 provide a capacitar that strongly depends on the applied voltage
and temperature.

This because the material out of which the class 2 capacitor is made is a ferroelectric material. It means
that if we plot the electric polarization P as a function of the electric field E, which depends on the voltage
applied between the plates of the capacitor, we get a curve which shows saturation and hysteresis.
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The slope of the curve is the product of the electric susceptibility x and epsilon0. The
more we increase E the closer we are to saturation. 1+x is equal to the relative &~
electrical permittivity of the dielectric and, due to saturation, we have a reduction of

the permittivity.

Ceramic capacitors have also a negligible ESR.

@)

Electrolytic capacitor

The other capacitor family we can consider is the one of electrolytic capacitor, among which we have
aluminum, tantalum and niobium electrolytic capacitors.

The difference between aluminum and tantalum is in the metal with which the metal plates are made.
The difference is the dielectric, which is obtained by growing an oxide on top of the metal plate with an
electrochemical process. If we use Al as starting metal we get an aluminum oxide, if we use tantalum we
get tantalum pentaoxide. The difference is the permittivity, which is higher for tantalum pentaoxide, so
volumetric efficiency of tantalum capacitors is higher than aluminum capacitors.

+ Common capacitor types used in low voltage DC/DC
converters are

etched surface - Etched aluminium anode

» aluminum electrolytic p O 10, dectc tayer
> tantalum electrolytic f WWW r L poper-+ slectolts
> Cel’amic o7 I Etched aluminium cathode

RRN6NE

+ Electrolytic capacitor Eikernocyme
+
O is a polarized capacitor; %I—

O the anode is made of a metal that forms an insulating oxide layer
through anodization;

1 the oxide layer acts as the dielectric of the capacitor

' g [n0t63 EraL0, & 9; €i1a,0, ~ 25 ]

0 asolid, liquid, or gel electrolyte covers the surface of the oxide
layer, acting as the cathode plate of the capacitor.

Furthermore, electrolytic capacitors are polarized capacitors, and if we reverse it we could blow the
capacitor because we are reversing the electrochemical process with which the oxide layer is created, and
if we do this hydrogen is produced and the capacitor might explode.

If we look at the structure, we have a top metal plate, the dielectric, then there is soft paper soaked with
electrolyte (which is the reason for the high ESR), and then the other plate.

The surface of the Al place where the oxide has to be grown is not flat, it is etched with a chemical process
to be very rough. In this way it’s possible to increase the net surface without increasing the volume, and
this is important to increase the volumetric efficiency. The top plate is the anode of the electrolytic
capacitor (+).

The oxide is grown with an electrochemical process called anodization, and we grow an oxide in the
order of um. This is important because the thinner the oxide, the larger the capacitor. The oxide follows
the roughness of the metal plate, and its thickness is also related to the maximum voltage the capacitor
can withstand (the thicker the oxide, the smaller the specific capacitance), because the oxide has a
dielectric strength and if we overcome it the dielectric geos in breakdown and the C goes in shortcircuit.

After the oxide has been deposited, we cannot simply attach the bottom plate (also roughened) and put
in contact with the oxide, because peaks and valleys won’t match the one of the oxide, and there could
be voids filled by air, which is a bad conductor, so we would end up with a capacitor with a large parasitic
resistance.
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Hence we insert soft paper, which is a deformable material, soaked with a conductive medium, which is
typically some salt (liquid electrolyte). The electrolytic layer can be done also with gel electrolyte or solid
electrolytes.

The advantage of the electrolytic capacitor is the large volumetric efficiency, we can get a large specific
capacitance in a small volume. The disadvantage is that, despite the use of an electrolytic layer, the series
resistance is never 0.

CAPACITANCE OFFERED BY TECHNOLOGY

1.0uF ~ 1000uF Common SMT Requirements
EFFECTIVE CAPACITANCE RANGE BY CAPACITOR TYPE ’

T ppe= pon, g e
CERAMC DISC 1 )
022

MULTHAYER CERAMIC MLCC; NPO, X7R, X5R,

8¢

TANTALUM ELECTROLYTIC: MnO2 & Polymer

ALUMINUM ELECTROLYTIC: Liqud & Sobd 82000,

[XJUM‘LAY[H CAD‘UTOC&

|| =

10pF  10pF 100pF  1000pF O0O0WF 0.1F 1.0 10F 100Ff 10004 100004 O.1F 1.0F 10F 100F

= Ceramic (MLCCs) dominate lower range of capacitance values (0.5pF ~ 10uF)

* High Capacitance X56R MLCCs (Cap 10uF ~ 100pF)

* Tantalum capacitors cover 0.1uF up to 1000pF in low VDC ratings

* Aluminum E-Caps cover wide capacitance value range and supports higher VDC ratings.

= Double layer capacitors (Farad values) in use for back-up and short term power applications

In PE we are interested in the light blue window. Polyester capacitors are rarely used.

There are general guidelines to select the capacitor, for instance tantalum capacitor cannot be used at
high voltages because its voltage rating is typically few tens of volts. Multilayer capacitors provide a
limited value of capacitance, up to hundreds of uF, and aluminum capacitors have some other problems.

SMT technologies

SMT Flat-Chip

Solid
Aluminum SMT
Electrolytic ~_rantalum

SMT V-Chip Aluminum Electrolytic

SMT Electrolytic At s e i
MLCC E——— ! 4 Lowest Cost
| 4 High WvDC
Ceramic

i
i
| 4 Stability Over Voltage i
0 | ¥ Higher ESR |
| ¥ Wear-out (time & temperature) i
" ¥ Tallest - Largest Size i

4 Small Size H
4 Stability Over Voltage ]
4 Stable over Time :
¥ Higher Cost !
presssasssalensesaansasesssasmes ¥ Shorting Failure Mode !
4 SmallestFootPrint: =00 TN 0000 PTTThgmemmsnsmasssmompomssmsmessss
4 Non-Polarized
4 Lowest ESR

i
I
'
] || 4 Low ESR - High RCR \
) v ! | # Stability Over Voltage }
! * Unstable over Voltage (VDC) i | 4 Stable over Time !
i S ::)nsta!)le gver Time !Aglng) | W Higher Cost 1
1 racking = Short Failure Mode N Shorting Failure Mode H
| ¥ Higher Cost - High CV v SEESIS e S e s s sas e

SMT MLCC Ceramic

The capacitor providing the smallest footprint is MLCC, which are non-polarized and with small ESR,
but they are unstable with voltage, time and with a high cost.

Next to it we have a solid electrolytic capacitor, also called OsCon. It offers a very low ESR (around 10
mOhm), stable with respect to voltage and time.

Tantalum capacitor are based on solid electrolyte, typically manganese oxide, but nowadays they are
replaced by tantalum capacitor using a conductive polymer as dielectric (they are called POSCAP).
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The advantage of the POSCAP is a really low ESR stable with time and voltage, but the problem is that
if we reverse the bias it catches fire, and if the capacitor fails, the typical failure mode is a shortcircuit.

The last capacitor is the aluminum electrolytic capacitor with liquid electrolyte. It is the cheapest but also
largest one. They can withstand hundreds of volts, stable over the applied voltage but they have a high
ESR (highest compared to the other capacitor) and if we don’t properly use them, so we are not respecting
the specifications of the maximum rms current in the capacitor, we might end up with an excessive power
dissipation in the capacitor which is translated into heat and the heating makes the liquid dielectric to
evaporate. If so, ESR increases, power dissipation increases and we get into a positive loop and the
capacitor explodes.

OUTPUT CAPACITOR IMPEDANCE

10

\ \ [ TTIT T 11T
\ N 10 uF Ceramic
N : et Ty Same Five
\\\\ b A/ .G __ MAGaoe 7. 71343 22uF
1 \ \\ N \ ) A 351dag ‘Capacnors
\\\\ \\ (11 \
a \ \ 90mm \
: ~;.\\\ \ Il T |
2 A \\ N\ \ /] %
S \ ™ \ 4/
g 01 N K \ jireg fll
8 1000 iF [\ Sl ><..- Zll)
_§ OSCON N..\ '\\ /
g z‘u--.‘ al / e
% 0.01 | : ’
ps|°"d Tantalum — J BHBRIIERIEE SRiimE
olymer I R L 1]
- oo L L]
0.1 1 10 100 1000 10000

f - Frequency - kHz

On the right plot we have the impedance of several capacitors having the same capacitance value but
different chemistry or material. The aluminum electrolytic provides an impedance that rolls off with a
slope of -20 dB/dec as expected in a capacitor, but at a certain frequency the impedance becomes flat
until when it increases again. The reason for this is that the real capacitor is a series of 3 components, an
ESL, the ESR and the capacitor itself.

There is a frequency, the self-resonance frequency, where the impedance of C and ESL cancel each other
and we are left with the ESR. If we look at the plot in correspondence of where the minimum of the
impedance occurs, we can read the value of the ESR, because it happens at the self-resonant frequency.

Al-electro capacitor has the largest ESR. The best is the ceramic capacitor.
The HF impedance of the Al-electro capacitor is really bad, and this is why in decoupling we use a large
electrolytic capacitor and a small ceramic capacitor.

OUTPUT VOLTAGE RIPPLE BY CHEMISTRY
In principle we can understand which is the chemistry of the capacitor just by looking at the output ripple
across it when we are injecting a triangular current, which is the case for instance of the buck converter.

In a ceramic capacitor the voltage ripple seems sinusoidal but it is not, it is a piecewise curve that

composes pieces of a parabola. We can notice that in the case of electrolytic, having a large ESR translates
in a large triangular ripple.
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Comparison of the output voltage ripple of a buck converter using four
different capacitor chemistries.

= All caps =47uF

= Scale = 20mV/div

MLCC TECHNOLOGY
We are considering a ceramic capacitor. MLCC means multi-layer ceramic capacitor, and the structure
is interdigitated, we have many metal plates that are interdigitated and the dielectric is between them.

-
MLCC technology nati b
Termination
Electrodes
C,r=K Sid
+ K: Dielectric Constant
+« Air=1
« Al=T7
+ Ta=26
+ Ba,Ti0,>2000
- Ba,Ti0,>2000 Ceramic
Multi Layer Ceramic Capacitors (MLCC) use high Dielectric Coefficient Barium Titanate Dielectrics that can reach
values of several thousands
> 1000 layers for High Capacitance
+  Surface Area( S): MLCC MLCC (>100uF)
use many layers to
increase surface area
Dielectric

+ Thickness of Dielectric (d):
Distance between layers
can reach below 1um or
less

-—
Electrode

1um or less

The dielectric is usually barium titanate, which has a relative permittivity of 2000, and this is the reason
why we can get up to um in a small volume. The main advantage is the negligible ESR.

* ESR negligible!

Al s
Av,~—Bh _3omv G
X "o ~8C, ty, i

Fraquency (MHz)

Manufacturer Series Cap value (uF) | Rated voltage (V) ESR (mQ))
GRM32 22to 100 6.3t0 25 <5
MURATA
GRM31 10t0 47 6.3t025 <5
ECJ 10to 22 6.3 <5
PANASONIC
EEFCD 10to 68 6.3 1510 55
SANYO TPA/B/C 100 to 470 410 16 40 to 80
TDK C3225 22 to 100 6.3 <5

X is the formula we use in a buck converter to select the capacitance. Delta(i_L) is 30% the nominal
current according to our design, and fsw = 400 kHz.
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In selecting C, we might choose GRM31 with a C = 22uF; we are taking this and not 10 uF because we
have to take into account the voltage derating due to the ferroelectric material.

ELECTROLYTIC CAPACITORS

The dominant contribution to the ripple will be the ESR contribution, so the choice procedure is different,
I have to select a capacitance basing on the ESR value.

The starting point is that, assuming ESR is dominant, is:

AV, = ESr Ol

And hence we get to the inequality in the next image.
+ ESR is the dominant contribution to the voltage ripple

» Design procedure:

» select the capacitor such that
EsR <« &V

Aig
» once C, is known, check that

_ B Aj ESR|< Ay,
8C, faw

» check that |, is lower than the rated value
Note: The RMS current rating of a capacitor is determined by the
amount of current required to raise the internal temperature
approximately 10°C above an ambient temperature of 105°C.

When selecting the ESR we have to take some margin so that it is not equal but smaller. This because
once we have selected the capacitor according to the ESR, we have to compute the capacitive
contribution, adding it to the ESR contribution and check that the sum of the two is actually smaller than
delta(v_o), x.

There is also another check; the average current in the capacitor is zero by definition because at steady
state there is no current, but there is an AC current that, combined with the ESR, produces a power
dissipation inside the capacitor. There is an Irms in the capacitor that should not exceed a certain limit,

otherwise the capacitor might explode.
The rated Irms in a capacitor is the amount of current required to raise the internal temperature of the

capacitor of 10°C.

Example of choice — OS-CON

size Rated Rated ESR(mQ) (max) Rated
Part number voltage |capacitance ripple current
code o 5" [100KHz t 300KH2/20T | poutia imirms) ot 1685
268VP22M#1 25 22 50 2000 L
208VP5EM 20 56 40 2400 mm
[20SsVPEEM 20 68 40 2400
[ 16SVP100OM 6 00 35 2670
6SVP150M 6 50 30 3020
6SVP180MX =] 80 30 3020 «i‘
F8 [10SVP150M B 30 3020 4
= 10SVP270M (@[] Ca270) C25 > o
| 10SVP330MX 5] 330 25 3700
| 6SVP220 6.3 220 26 3700
6SVP330 8.3 330 25 3700
| 6SVP470MX 6.3 470 25 3700
ASVPEE0 40 E80 25 3700
+ Select:
Avg
ESR =25mQ <—==33mQ
IL
+ Check:
Ai
L .
+ A, -ESR = 23.5mv < Av,, = 30mV

8Co fouw

_ b ©

Ims =755 = 026A <37A,,,
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Electrolytic ESR

There are two interesting points for an electrolytic capacitor:
1. ESR depends on the temperature, the larger T the lower the ESR, because the conductivity of
the electrolyte is enhanced by T, so we might have troubles in using the electrolytic capacitors at
very low temperatures and also if we consider the compensation of a DC/DC converter, because

the ESR introduces a zero; if T increases, ESR decreases and the frequency of the zero ESR*CO0

is moving towards higher frequencies. And if we rely on the position of the ESR zero to have a
good phase margin we might have problems.

2. ESR depends on the capacitor rating, i.e. maximum voltage we can apply to it. As we increase
the voltage rating, ESR reduces because if we increase the voltage rating, it means that we have

to increase the thickness of the oxide, so if we want to keep the capacitance constant we also have

to increase the area, but if we increase the area we decrease the ESR. Similarly, if we fix the rating
voltage but we decrease the capacitance value, the area is decreasing and so the ESR is increasing.

Electrolytic capacitor’s ESR _, -
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CAPACITOR VOLTAGE RATING (V)

Where does the ESR come from?
It comes from the electrolyte layer.

Element—

Aluminum—

13
400 TYPICAL 100 kHz ESR
300 OF 220 pf 35V LOW ESR
\ ELECTROLYTIC CAPACITCR
200 \
2 LN
£ 00 -
=80
60 N \
50 -
40 \\
30 \___
20

-40 -20 0 20 40 60 B0 100

TEMPERATURE (°C)
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\ \ rrPecaLEsk @ 25°C
T 350 \_ FOR LOW [SR SERIES
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P
5
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®
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g AN
5 F
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=T \
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Radial lead type Surface mount type

case

Sealing
rubber

Cathode

Anode terminal
terminal

Cathode aluminum foil

Separator sheet

¥
Anode aluminum foil”~

Aluminum case ~

7
Dielectric oxidization leather film
(aluminum oxide)

Cathode

Anode terminal
terminal

Anode Cathode terminal

terminal

Plastic spacer

Enlarged section diagram of the element

110} wnuiwnfe spouy
19ays Jojesredag

Electrolyte impregnating separator sheet
(Electrolyte serves as the actual cathode )
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CAPACITOR CONSTRUCTION

Start with high purity aluminum foil

Both anode (+) and cathode (-) foils are chemically etched

An aluminum oxide dielectric is electrochemically formed
on the anode (+) foil surface

Oxide thickness
determines
rated voltage

In the end we roll up the film in the capacitor.

U scrot bssmes
b el v
S :
v Separator paper Qride Dielectic
P O P .
Bl i B g“ 8
e % o T
Anode(+) Foil & 3}: o>
% B ] B
e 2 T

Separator sheet introduces
a resistive path

Conductivity (S/ecm)

Capacitor Element is Wound Up Z
Separator Paper O

Anode (+) <
l —Leads

Cathode (-)

In the bottom right angle we have the conductivity of the various electrolyte we can use. TCNQ are
OsCon. Since POSCAP uses conductive polymer, the conductivity is higher.
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INPUT CAPACITOR SELECTION

INPUT FILTER

The input filter is typically needed in a buck, buck-boost converter, but in general in all the converters
where the shape of the input current is pulsating and not constant.

The square voltage waveform can be split in its harmonic component, where D*I is the DC component
of the current multiplied by the duty cycle plus all the other harmonics components. Cos() is the
harmonic, the part in front of it is the amplitude of the harmonic.

Input current i, (1) is pulsating. Buck converter example

Wiy / A .
|/‘ F éﬁ ’ C== v 3R

Approximate Fourier series of i, (¢):

n

i, (f)=DI+ Z = qm (k‘n:D) cos (kar) Note: I=l,

High frequency current harmonics of substantial amplitude are injected
back into v (1) source. These harmonics can interfere with operation of

in

nearby equipment. Regulations limit their amplitude, typically to values
of 10 pA to 100 pA.

The problem is that the buck converter, during its normal operations, is injecting back in the voltage bus
spurious harmonics that might disturb other circuits connected to the same voltage bus Vin.

Low pass filter

To reduce the harmonic components that are injected back we might use a second order filter. The buck
converter is replaced with a current generator i_s. If we think at i_s as the superposition of a DC value
plus harmonics, we have to design the LC filter in order to divert the harmonics towards ground, while
the inductance is sufficiently high to filter out the harmonics and let just the DC component to flow back
to Vin. So the impedance of the inductor increases with frequency and the one of the capacitor decreases
with frequency, so the HF harmonics are going toward ground in the capacitor Cf, and the DC in the Lf.

lin

Vio$ . -
: Hs) = (&) . Zoe”

He O

is(s)
‘/7.\‘ i
i in s
l / l _
f(1) 2
v (; C v R
DT, T, ' | -

Input /i]l;'r

i

Magnitudes and phases of input current harmonics are modified by
input filter transfer function H(s):

X i (0)=HO)DI+ Z H(kjw) | £ sin (knD) cos kot + £H (kje)
HOWI+ 2 | Higo) | 2 )eos )
Iy
The t.f. H(s) is a simple current divider.

There are two ways to size the input filter: we can either operate in the frequency domain, writing the
input current as the DC signal plus the harmonics as in x, or in the time domain.
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When designing the input filter, if we look at the input impedance looking at the input of the buck
converter we see a negative resistance. In fact, if we assume that the output voltage is regulated, so the
output voltage is constant, if we change the input voltage, e.g. increasing it, the power must remain the
same, so the input current must decrease, and this makes a negative resistance to show up at the input of
the buck converter.

The problem with negative impedances is the input filter, because the input filter is like a parallel of an
inductor and a capacitor and if we add a negative resistance to the parallel, we might end up in
oscillations.

éo<__ >Zm -
P ——
Vs \C[ Frevee [ RvecK 3\/"
el F
i l 25 J
:
H + IZ l

There are some conditions to check to see if the additional input filter causes oscillations of not. We have
to plot the input impedance of the buck converter, the output impedance of the filter and if the magnitude
of Zo overcomes the magnitude of Zin we might end up in an unstable behaviour of the system.

If we have Zo overcome Zin we have to damp the peak, and this can be done adding a resistance in series
to the capacitor of the filter, or by using a capacitor with a sufficiently high ESR. Hence it is a problem
that might occur with MLCC rather than with electrolytic capacitors.

INPUT CAPACITOR SELECTION

We can select the filter with a two steps procedure.

Firstly we assume that the input inductance is very large so that all the AC signal is flowing through the
capacitor and only the DC in the inductor. With this specification we can select the value for Cin, and
once this is done we can select the value of the inductance by putting a limit to the maximum delta(i_in),
so peak to peak current ripple in input. To do all this we need to understand the waveforms in the various
components.

In the inductor, since the inductor is huge, we will have only the DC current (first waveform).

Instead, let’s assume that the current is positive if it enters in Cin and let’s start from a situation where
the switch is off, open. All the DC current from the Lin flows in Cin, so the DC current is equal to the
average input current: Idc = Iin = Po/Vin, if there are no losses. Moreover, in a buck converter, Iin/Io
=D, so Iin = D*]o.

During the on time, the switch is closed. The converter is working at steady state, there is a current Io in
Lout and so we have a current Io across SW1. But from Lin still comes a current equal to Iin, the previous
one, so the net current in Cin is Iin — Io, which is To(1 — D).

So the difference between the peak current in the on and off time periods in Cin is Io (second waveform).
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Can we calculate the delta_V across the capacitor? It is the sum of two contributions, a capacitive on and

the ESR one, according to x.

e e R e ey, T T e ’ ,/ll
Assume L > o [ e e £ o
le Isw = Ic + lin
(sw OFF) In
A o | I
. SW1 IN l ICIN
lin IO
Lout - lrppLe _ | = <1
Cin VY
(4) I~ L i |~ /,«/ 1 ‘
N lo - Ripple !
lload Voltage e ==
sSw2 i i 4 ’
Cout - -~
. ol B o
= Ve ——————————————
l,-(1-D Vest | T I l T
X Av, = MHO ‘ESR |=
CIN fSW [ Ton| Tore |

-(1-D
ZIO[LHESRJ —> AVINW =IO(;+ESR]
4CIN fSW

IN 'sw

For the ESR component we have to consider the peak to peak current, that is Io in Cin. We can identify
a maximum, a worst case, that is when D*(1-D) gets its maximum, that is at 50%, which is a value that

might occur.

The guideline to pick up the capacitor is simple. In general, we try to keep delta(v_in,max) less than 1%

than the nominal input voltage.

Once we pick up the capacitor Cin matching this condition, we have to compute the Irms of the current
with the formula in the image below. It is a formula that is correct for waveforms that are rectangular,

i.e. similar to square waveforms with zero average value.

Last step is to check that Irms is lower than the rated value and to check the power dissipation of the

capacitor, which is a factor that enters in the calculations of the efficiency.

+ Alow ESR aluminum or tantalum bypass capacitor is needed between the
input pin and ground pin to prevent large voltage transients from
appearing at the input. Typically C,, is designed to keep the maximum
peak-peak voltage across the input filter in the order of 1% V yax

1
Vi, = |O{— + ESR] <1%- Vi, yax
4C,, fy B
+ The capacitor connected to the input has to be capable to support the
maximum input operating voltage and the maximum RMS input current

required by the device.

lms =loy/D-(1-D) — lrmsmx = IO/Z

* The input capacitor is subject to a pulsed current, the RMS value of which
is dissipated over its ESR affecting the overall system efficiency.

|2

=2 -ESRz%-ESR

PMAX MSyyax
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Numerical example

Max. Impedance Max. Hipple Current at
Cap. | WV. | Max. i,
Rt (uF) | (vdc) | Tand | 100KHz/20°C | 100KHz/-10°C 10?53’}’,.:._(;? ©
NRE-HL330M35V5x11F 33 0.12 0.58 23 210
NRE-HL560M35V6.3x11F_| 56 0.12 0.22 0.87 340
NRE-HL161M356V8x11.5F | 1560 0.12 0.13 0.52 640
NRE-HL221M356V8x16F | 220 0.12 0.087 0.36 840
NRE-HL221M35V10x12.6F | 220 0.12 0.080 0.32 865
NRE-HL271M35V8x20F | 270 0.12 0.069 0.27 1050
NRE-HL331M35Vi0x16F | 330 0.12 0.060 0.24 1210
NRE-HL471M35V10x20F | 470 0.12 0.046 0.18 1400
NRE-HL471M35V12.6x16F | 470 0.12 0.049 0.16 1450
NRE-HL561M35V10x23F 0.12 0042 0.17 1650
NRE-HL681M35V10x28F | 680 )| 0.12 (o.031) 0.12 (1910) —
NRE-HL681M35V12.5x20F | 680 0.12 0.035 0.12 1000
NRE-HL681M35V16x16F | 680 0.12 0.042 0.12 1940
NRE-HL102M35V12.6x26F | 1000 | .. | 0.12 0.027 0.12 2230
NRE-HL102M35V18x16F | 1000 0.12 0.043 0.11 2210
Ne
| = IQ =1500mA NIC Components Corp.
TMSyax 2
1
Av +ESR |=96mV < 180mV

|2

=) —
e ¢ 4CIN fSW

Puns =2 ESR=70mW <1%-P,

We notice that power dissipation is 70mW, which is not negligible, but since it is 1% of the output power

it is still acceptable.

Once we have the Cin and corresponding ESR values (680 uF and 31 mOhm in this case), we can select
Lin so that the delta(i_in) is smaller than a target.
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COMPENSATION NETWORK

We have selected the controller L5989D that implements a feedforward compensation, i.e. the t.f.
between the power and the control voltage is 1/alpha, where alpha is the coefficient of proportionality
between the height of the sawtooth voltage generator and the input voltage.

The error amplifier, which is internal, will be assumed as ideal (we will remove this assumption later on).

+ The L5989D is a voltage mode controller. The control loop is a single
voltage feedback path including error amplifier and error comparator..

+ The error amplifier is a voltage operational amplifier with high bandwidth.
So selecting the compensation network the E/A will be considered as
ideal, that is, its bandwidth is much larger than the system one.

+ The voltage feed forward generates a sawtooth amplitude directly
proportional to the input voltage, resulting in (see Part 6):

M ——=9
Ve(0) «
RECAP - COMPENSATION NETWORK
The following is the block diagram of the regulator.
| 1
i . - -
'“'rel( );0' | Ve(s) l Vi (8) VO(S)

T T TuA PWM + Power Filter P2

compensator f@_ >
LV.(s)

V(s 1
L(s)= ot = Gy(5)1 - G(5)= Ge(S) Geo s)
V. (s) o
We are left with the design of the compensator to get a well-behaving loop t.f., which means a high value
of L(s) at LF in order to get a good line and load regulation, plus a rolloff with -20 dB/dec and crossing
the zero dB axis at the desired CL BW, and then a second pole possibly around half of the switching

frequency.

In L(s), the loop t.f. (not the Gloop), the summing node is not taken into account.

The question now is: am I going for a type II or a type III compensator? In general, we can use a type 11
compensator if the zero of the ESR falls near to the crossover frequency of the Gloop, so that we can take
advantage of the phase lead of the ESR zero to improve the phase margin. This is if the frequency of the
ESR zero falls between the frequency of the c.c. poles of the converter and the crossover frequency.

If this doesn’t happen, e.g. if we use a MLCC with small ESR and hence a zero at very HF, we are forced
to use a type IIIL.

The bottom image is a typical implementation of the compensator, where the error amplifier is internal.
The reference voltage is generated internally, in our case 1.8V, and we have to select the external
components, which are 7, so in principle we would need 7 constraint for them. In our case we will have
just 6 constraints, so we have a degree of freedom, i.e. we guess the value for one of the components and
then we go for all the others with the constraints.
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» Type |l compensation might be suitable with an electrolytic filter
capacitor, since f < fogg < f;

» For unconditional stability for any type of output capacitors, and a wide
range of ESR values, we should implement local feedback with a type Il
compensation network.

AC transfer function

We are applying a small perturbation to the output and we compute the control voltage. In AC the
reference voltage is ground, so the — of the opamp is virtual ground and Ré6 is between ground and VG,
so it doesn’t play any role in AC (it plays a role in DC to set the static value of the output voltage).

So we have the inverting t.f. using the -Zf/Zin and the Laplace domain.

input sighal —— v,
z

AN T Cs

o ]

i

|

i Cr Rs

1 g Cs

I 2R Re i 75
|

|

i

|

.

Fb VN :
>i<7 +E/A CompvG output signal

virtual ground

= Plain inverting amplifier

+ assume the OA ideal

__4(s) & V.(s) Z(s)
e N K ey

<1

In our interpretation the summing node is external, so the — sign in the t.f. is removed.

DC behaviour
At DC the capacitors are open circuits, so it seems that the error amplifier is working in open loop, and

this is true, but there is still an external loop (right image) and the outer loop forces Fb (Vx) to be equal
to Vref.

Qutput Inductor
Control

Zn FET R L Vour
r \ 11] AAN—YYY L
| Cr B + Output
f = 4 =V Capaciter ESR | S Ruices
| < R7
: L
1
1

[ i A

Compensation Network

_________

1ty

! T
{ v, 4,
Note Wi GEeraeT =

Error Amplifier
+ outer loop forces F, = Vee

o L= Ly > Rg

)::> The voltage divider Ry, Rg and the rerefence voltage
Ve Set the DC value of the output voltage.
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If so, we can write the voltage divider equation on R6 and R8: Fb = Vout * (R6/(R6 + R8)) = Vref =

1.8V.
By regulating the ratio of R6 and R8 we can regulate the voltage at the output.

» Output voltage is programmed by reference voltage and external voltage
divider.

» The F, pin is internally referenced to 1.8V.

« The output voltage is defined by using the following equation:

=Vier = | Vo= Veer '(1"‘5&)

Y/ Re
Rs

°R, +R,

+ ForV,=3.3 Vit follows that:

=[\>’° —1):0.833 )

COMPENSATOR TRANSFER FUNCTION
The t.f. has a pole in the origin and other two poles and two zeros, which are both real negative zeros.
The other constraints will be coming from the positioning of the various poles and zeros.

z
Gels) - Z_f((?) - r,=0
=3 F: c
_ (14 sR,C, J1+sC;(R, +R, )] R,C,
= | 1
SR, (Cs +C; ) 1+ R, Cs-Ce (1+sR,C,)| |fro=——F——
Cs+Cs [ C5 . Cs ]
2nR,
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Zn Mo _“““__}_I_Eﬁ_“““‘} f 1
.t ! =
07 R cl | 21R,C
Wt

] I —
iy @ VC 2" 27C, (R, +R,)
iRs Comp

POLES AND ZEROS POSITIONING

fz1 '°-§‘ch f

fei=fesr
227 TLe J

fp2=5fsw — mainly used to suppress the
. . : switching noise
ERD'-\::ogAm!‘wP—bl EEEEEEEES -‘|r~.‘

CONVERTER ' | *a,
GAIN A

S | OPEN LOOP

.
~. ERROR AMP GAIN
e GAIN BANDWIDTH
N ,-PRODUCT

GAIN (dB)

.

R , ' [ -

. ;ZﬁdBIDEC

o

MODULATOR
& FILTER GAIN COMPENSATION
GAIN

fle  fesr BANDWIDTH

FREQUENCY
The black line is |Goc|, pink line is | Gc| and the resulting blue line is the L(s), magnitude of the loop
t.f..
We position the two zeros so that the first zero is typically at half of the frequency of the c.c. poles, and

the second zero is located exactly at the same frequency of the c.c. pole pair f_LC.
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The first pole fp1 is located in correspondence of the zero of the ESR to cancel it, and the second pole at
half of the switching frequency to get a rolloff of -40 dB/dec and cut the switching noise.

However, we have also to position the crossover frequency. In general, it is located between 1/10™ and
1/5™ of the fsw. We will position it at 1/5™, being very aggressive, so we have to move properly the gain
of the compensator in order for the loop gain to cut the zero dB axis at fc = 5*fsw.

To do so, we use the gain-bandwidth product. The gain at f L.C is the product of the black line gain
(1/alpha) and the pink line gain (R5/R8). In this way we get another constraint (the 6™, the other ones
are in the zeros and poles positioning).

fr=08fc fp1=fesr
v ELe ,' feo=5fsw — mainly used to suppress the
' : switching noise
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GAIN N ;
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‘ ".PRODUCT I

-
~

GAIN (dB)

* . :20dB/DEC

o

MODULATOR

& FILTER GAIN COMPENSATION
GAIN

\

fle  fesr BANDWIDTH

FREQUENCY

Guidelines for the design

Guidelines for positioning the poles and zeroes and for calculating the
component values:

1. Choose a value for Rg, usually between 2kQ and 5kQ.
2. Pick a gain (Rs/Rg) that will shift the open loop gain up to give the desired

bandwidth (suggested bandwidth: f. ~ 20 + 30% fg). The following
equation will calculate an Rsthat will provide the desired f.:

@

R, = e
fLC

N

3. Calculate C; by placing the zero z, at 50% of the output filter double pole
frequency:

Position of compensation zeros and stability

We know where to place the two compensations zeros, but it is a loose guideline, we can place the in
other ways if we want to optimize the transient response of the converter.

For instance, one zero might be placed before the frequency of the c.c. pair, and the second zero after the
frequency of the c.c. pair.

What we don’t have to do, never, is to place both the compensating zeros after the frequency of the c.c.
pair (left). If we do this, we have a portion of -60 dB/dec rolloff, and if this happens the system is
conditionally stable; if for any reason the gain of the loop t.f. L(s) reduces, we might end up in an unstable
system.
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This can be seen drawing the Nyquist plot. In fact, we have a region where the phase becomes larger than
180°, and if the magnitude of the gain reduce we might encircle the -1 critical point leading to an unstable
system.

Conditionally stable system Stable system
B

~
i N\ \'\ \\ 1 - ¥

Yo M§
b O
-3 A\
\ea
N2

0d8 N <1 ods =

= @ S ™

« The first compensation zero should be placed prior to the power stage double pole.
This step is necessary to prevent the converter from being a conditionally stable
system.

» |If the compensation zero is not present until the power stage double pole appears,
the initial -90° loop gain phase will dip down well below -180° over the power stage
double pole.

Instead, the system is always stable if we place one zero before the c.c. pair and one after it.
We are left now with the other steps.

4. Calculate Cg4 by placing the pole p, at the half the switching frequency:
Cc
Co=——o— @
mR,Cyfery —1
5. Setthe pole p, at at the ESR zero frequency, fesg and also set the zero z,

at the output filter double pole. This combination will yield the following
component calculations:

R, =8 ®
fESR =4
fLC
B ®
T 2nR,-fqq

In most of the cases, C5 >> C6, and if this is true (good design), we can simplify the equation neglecting
the -1 and cancelling out the C5 dependance.

Then the last step is to set the position of p1 at the zero of the ESR and the second zero at the frequency
of the c.c. pair. These two additional conditions allow us to select R7 and C7.

Of course, we can start from the educated guess (educated = not the first value that comes into mind) on
another parameter and then derive the others from the constraints.
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Numerical example result

Converter parameters Component values

According to the guidelines for the Type llI
network

« R, =2800 Q (+0.5%)

* Input voltage: V, =5+18V
+ Output voltage: Vo, =3.3V
» Reference voltage V= 1.8 V

* Rg;=3360 Q (+0.5%)
» Output current: I =3A— P,~10 W

+ Switching frequency: fs = 400 KHz. + R;=7264 Q
« Total Output Capacitance: Coy; = + C5=128nF
il + C¢=110pF
« Total ESR: ESR =25 mQ
>e " .« R,=475Q
» Output Inductance: L = 8 pH
«+ C;=142nF

+ Desired Bandwidth: f. = 80kHz
» These calculated values need to be

replaced by standard resistor and

capacitor values before the gain and

phase plots can be plotted and examined.
R8 and R6 have to be selected with special care because they determine the voltage divider to set the
output voltage. So if we want a given precision of e.g. 1%, these two resistances must have a precision of
0.5%. Instead, the other components are not critical.
Of course, in the real world we have to pick the existing resistance value that is the closest to the one we
need.

Gloop Bode plot

100

50

- R, = 28000

Magnitude (dB)
=)

&
=)

- R, = 33600
.+ Ry=7500Q

-100

- C,=13nF
+ C, = 110pF

b
o

8

R, = 4700

Phase (deg)

C,=15nF

@
@

180k i i S R TRE R, (I e
10' 10 10
Frequency (Hz)

As expected, the crossover frequency is 80 kHz and the phase margin is 64°, pretty good.

The shape of the loop t.f. is not the ideal one with a constant -20 dB/dec rolloff and then -40 dB/dec,
there is a bump that comes from the fact that we have two c.c. poles in the converter that we are trying
to compensate with two real zeros. However, provided that the crossover frequency is sufficiently higher
with respect to the resonance, the bump is not an issue.
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* Minimum o, = 52° for ESR = 12 mQ
+ Minimum f 5,5 ~ 50 kHz for ESR = 12 mQ

The ESR depends on the temperature because it is related to the conductivity of the electrolyte in the
capacitor, and it reduces with the increase in temperature. An increase in temperature is expected because
there is some power dissipation in the capacitor.

If the ESR decreases, the crossover frequency is reduced, so the closed loop BW is shrinking, and also
the phase margin is reducing.

Finite GBWP of the error amplifier impact on the loop transfer function

We calculated the loop t.f. and designed the compensator assuming that the error amplifier was ideal, so
the opamp that is included in the chip was ideal. In reality, the opamp is not ideal, and the LF gain A0
is 100dB more or less, and GBWP = 4.5 MHz. Red line in the following plot is the compensator.

The impact of this limited GBWP is negligible if the GBWP of the opamp is larger than the frequency at
which the compensator t.f. crosses the 0dB axis.
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In the case of the image we are ok, because the GBWP is a bit larger. However, the non ideal opamp
shifts the pole of the compensator t.f. back in frequency. The yellow line is the result; due to the shift of
the pole, the phase margin is slightly reduced. Instead, we have almost no impact on the crossover

frequency.
e
in =
2 ~
(\Jﬁ(aw)l )
ol ode.

/‘b‘(ﬂjl‘. / 1Gimelpi s

«
— —

4

« f» pushed back - ¢, degradation

To restore the original phase margin, we should design the compensator t.f. shifting the second pole at
larger frequencies so that the t.f. of the opamp crosses the yellow line, and this is the frequency where we
want to place the second pole to restore the phase margin.

Bede Dagram Bas
l A (N))

|6,
. )i,

* @, restored @ 66°

Since the second pole depends only on C6, it is possible to reduce the value of C6 to shift the pole to
higher frequencies.
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ALTERNATIVE COMPENSATOR WITH THE k-FACTOR METHOD
Alternative approach using a type II compensator. For phase boost < 90°.

« Targets: f. =80 kHz and ¢, = 60°

* Required phase boost: \
. o o TYPE 1 REF
Phoost = Pm — éGco(Jmc ) -90° =76 (_I'.:_.Slﬁ
- go for a type-ll compensator -> -
Calulate k: 4 ! ' ' _ LOG
o - o fo Ki. \. FREQ
k=tan[ﬂ+— =8.14 K
2 4 K
. Set (k)
[U)z = C;:° and o, = o, -k]
» Calculate K¢:
- « (2,
Ko=2e L —1.06Mrad/s Ge(s)=—> -
K [G.(io,)] (1+ s J
"

The procedure is already seen in part 6.

The final result is that the Bode diagram of the loop t.f. (dashed blue) has a pretty stable system with a
phase margin of 60°. So type III is not necessary, type II is sufficient. However, if the ESR of the

capacitor is pretty small because we are using e.g. a ceramic capacitor, type III is the only way.
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OUTPUT IMPEDANCE AND AUDIOSUSCEPTIBILITY

The output impedance is responsible for the load transient response, and we want a regulator with a good
load transient response, fast and with no oscillations.
The load step response can be evaluated starting from the closed loop output impedance.

OUTPUT IMPEDANCE - ASYMPTOTIC ANALYSIS
We start from the knowledge of the loop t.f. and the OL output impedance (dashed line in the plot below).
The relationship between CL and OL impedances is the red formula.

L(jra)‘
: Kt [1 +-2 [1 +— P/(
) L vz wz2 Wesr

S 52 S
1+ += |1+ —
Quo w5 “p2 U e
0dB
I ;yml -lu"':l || .Jlj.Jb I{‘M loe
[ | | |
L L ()|
| B
|Zo(io) 2
Kzs 1+ ]
-7 Wesr
[1+i 142 }[1+i
wz1 “z2 “c
[ZoloNe,

Waq & Wyp & wegr & wg , Negligible R,

_R,.__Yest

Wz Wz2we
If the magnitude of the loop t.f. (that is the Gloop) is much larger than 1, |L(jw)|>>1, the output CL
impedance is the Zo,OL divided by |L(Gw)|, which means that in dB we simply have to subtract the
magnitude of |L(jw)| to the magnitude of the Zo,0OL. Thus we can build the graph of Zo,CL.

K

z

The result is the red line in the image above. In the L(s) t.f. we have the two poles, the two zeros, the real
negative zero due to the ESR and the compensation poles plus the pole in the origin.

NB: at HF, the L(s) becomes smaller than 1 (in reality as soon as we cross the crossover frequency) and
so there is no more feedback, so Zo,0OL = Zo,CL. At HF the capacitor is a short and the inductor an open
circuit, so the Zo is just the ESR. So x is the 20*1og(ESR).

What’s the shape of the time domain response, knowing that in Zo,CL we have pole, pole, zero and pole?

If we have a step in input, given this Zo,CL, we have the superposition of two exponential pulses. The
fast one has the time constant that depends on the HF pole, the slow on the frequency of the LF pole and
the zero sets the ratio of amplitude of the components depending on whether it is closer to the LF or HF
pole, proportionally. In fact, if we shift the zero back keeping fixed the poles, we are decreasing the
amplitude of the slow component and so approaching an ideal step response.
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The real response is given in the following image.
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The step response has a fast component and a slow one which has also some resonances and both slow

component and resonances are due to the zero pole doublet.

The initial value is negative and equal to 25 mV because if we look at the output network, with the current

generator that emulates the load that increases the sunk current, if the sunk current increases by 1A, the

step is so fast that the feedback cannot instantaneously react so all the L

current goes through the path that shows the minimal impedance. In I

the inductor there is no current because it is an open circuit at high C ;{ ]
. . . Es R =25all

frequencies, so all the current flows through the capacitor and its ESR.

So we have a drop across the ESR, whose resistance is 25 mOhm.

i i-1n

How can I eliminate the slow component?

The inductor we are using is not ideal but it has a ESR, so the actual impedance has an additional pole
at a time constant L/ESR.

We can take advantage of this pole in the Zo,OL by shifting the first zero of the compensator wz1 back
in order to compensate this pole. If we do so, the Zo,CL becomes ‘cleaner’, the first LF pole is eliminated.

Esr =>4
L

Step #2

* introduce inductor parasitic resistance (~8mQ)

« first compensation zero placed at the low-frequency
zeroof Z,

The blue region is the amplitude of the loop t.f.. When it is 0, the feedback is no more existing.
We are compensating a zero of the Zo,OL with a zero in L(s) because in the Zo,CL the Zo,OL is divided
by L(s).
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With this solution, the step response is cleaner, with a fast and a slow component still but with no
oscillations.

ra— oz
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Z ol po )

Time (seconds)

The second step to eliminate the slow component leads to two possibilities:

1. We shrink the BW, so we move the crossover frequency of the loop t.f. up until fc = f ESR. At
this point we have the compensation pole of Gc that compensate w_ESR. The Zo,CL has now
the shape of a HP filter, whose time response is an exponential pulse.

However, if we compute the response we will have some ripples, even if we don’t have the small

component anymore.

ILGe)

Step Response

j‘ ripple ;)7\
|

Magnitude (dB)
Amplitude

Z (i)

» shrink BW until f=f_,

Frequency (kHz) Time (seconds)

» slower load step response but better shape

The ripples come from the fact that we have reduced the bandwidth, and so the effect of the resonance
peak is not reduced a lot because the loop gain has a small value at that frequency.

To further improve the situation, we have to change the filter capacitor using a capacitor with a smaller
ESR so to place the ESR zero at the crossover frequency. Of course we also have to move the second
compensation zero in the region between the w0 and w_c. Instead, the first zero wz1 has an impact on

Step #4

+ reduce ESR until f.,; 0, = f.

+ place the second compensation zero between o, and o,
+ faster and cleaner load step response
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the line step response; if we shift it back, we are moving the LF pole of the audiosusceptibility back and
if so the longer the exponential decay in the response (see later)

We still get a clean Zo,CL, but the amplitude of the loop at w0 is much larger, so we are attenuating the

effect of the resonance and the time response is almost ideal.
Step Response “

|Gejw)|

Magnitude (d8)
|
Amplitude

[Zotio)]

[Z oliodey

Frequency (kHz) Time (seconds)

AUDIOSUSCEPTIBILITY (CL line to output t.f.)

In our case it’s 0 in principle, because the controller we are using has a feedforward compensation, which
is ideal in the buck converter, so any variation of the input voltage is immediately compensated by the
variation of the sawtooth voltage waveform and so basically we have no effect on the output.

Note: feedforward compensation is implemented

d s , Goy (j2)]
- in principle, |A,(j.: [GolG}
principle, |A, () Lo
For comparison, let's consider a buck regulator with no feedforward compensation
and similar |L(j.)|

s
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Quo w5 “p2
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We can still consider a regulated buck converter which doesn’t exploit feedforward compensation. In this
case the audiosusceptiblity t.f. is not 0 and we can obtain the shape of the audiosusceptibility t.f. Bode
use the asymptotic analysis. We start from the OL line to output t.f., and frequency by frequency we
subtract the amplitude of the loop t.f. to it. The red line of the previous image is what we are left with.

In the end we get a t.f. that resembles a bandpass filter t.f.. The response is the superposition of two
exponential pulses, the slower one has a time constant related to the position of the LF pole.
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Line step time response
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The response shows an exponential increase which is very fast followed by a slow exponential decrease.

The result is similar to the case-example.
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SOFT START CIRCUIT

Soft start is an auxiliary circuit we might need in our converter, that is actually necessary in a boost
converter.

In the image we have a regulated boost converter with a simple implementation of the compensator,
which is just an integrator, then the error is amplified and fed to the input of the PWM.

Soft start is needed to make the converter to properly start, it is useful in the startup phase. If we assume
the converter has been off for a large time, the output capacitor is completely discharged (inf means very
large capacitor), so the voltage across it is 0.

When at a given time we start switching the switch, initially the voltage across the output capacitor

remains 0V because it is a very big capacitor, so the voltage of the resistive voltage divider x is 0V, this

voltage is then compared with 2V making the opamp to saturate to the high level, so the PWM output is

always 1 anf the switch is always close. If the switch is always close, the current flows to ground and

never passes in the diode, so we end up in a situation where we are increasing indefinitely the current in

the inductor until everything blows up.
i, 15 uH

6v| & o= 20 Ry —*

210kQ

20 us

buck

+ Soft-start is mandatory for a boost converter.

« Itis important for buck regulators to have an internal soft-start function
that ramps the output voltage in a controlled manner upon startup to limit
the inrush current.

We don’t have such problem in buck converters but, in order to avoid large inrush currents that we might
have at the startup, also in the buck converter it’s advised to use a soft start.

The soft start is something that allows the output of the converter to increase slowly from 0 up to the
nominal voltage until we get to the final stable operational point.

In a buck converter the soft start simply makes the output voltage to increase very slowly until we reach
the desired value, and this limits the inrush current. The typical slope of the startup is V/ms, so since we
are considering V of increase, the duration of the soft start is few ms.

SOFT START IMPLEMENTATION -1

The error amplifier in this case is an OTA. The soft start is an additional circuit and there is an additional
mosfet MSS connected in parallel to the mosfet of the differential pair. Its gate is connected to the
capacitor Css that is charged using a constant current generator.

At startup, the enable EN signal opens the transistor and Css is initially discharged, but then as soon as
we start the converter and the mosfet is off, the current is able to charge the Css. The voltage across Css
is a linear ramp starting from 0 and increasing with a linear slope I/Css.
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Since the voltage applied to the Mss transistor is lower than the voltage applied to the internal transistor
of the differential pair, the transistor of the differential pair is bypassed, the Mss takes over and hence the
initial value of the reference is set by the voltage on Css, that initially is 0.

When the voltage reaches Vref and we overcome it, the Mss gets out of play and the internal transistor
takes over.

Error Amplifier Converter Reasonable

Voo Voo Voo Output capacitance
values > I
AL e
iss Vref:iﬁ

in nA range:
EA_I{ Icss
1L\

Vou Vio
Ve \

« Soft start input at error amplifier replaces fixed reference by slowly
increasing ramp of ~ 1-10 V/ms

+ Ramp voltage Vg is generated from a capacitor charged by a costant
current.

» V*increases linearly until it reaches V,; att = tg.

» Accordingly, the output voltage ramps up from 0 to the steady-state value
in a time tgg.

« Example: slope = 2V/ms, C = 5 pF = | ,;= 2V/ms.5pF = 10 nA

101 110

_r> 1011 1/10

/ 100 : 1
Iias =l Is=

1uAY  10nA

The effect of the soft start is having the Vref that is not fixed, but slowly increasing from 0V up to Vref.
In this case we don’t have the saturation of the opamp because initially Vref = 0V. And as far as the Vref
is increasing, the output voltage follows.

SOFT START IMPLEMENTATION -2

+ The soft start is implemented clamping the error amplifier output to
the adjustable voltage ramp generated across the external soft start

capacitor
DUTY CYCLE

>Vm clamps EA output

T°

Vour OSCILLATOR RAMP
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BUCK REGULATOR - EFFICIENCY ESTIMATION

STEP DOWN REGULATOR LOSSES
« Both power elements (high side and low side) are integrated in the
L5989D

« Power dissipation limits the output current capability

» Main contributions to power dissipation:
» low and high-side conduction losses
» low and high-side switching losses
» inductor losses (already evaluated !)
« other contributions
» quiescent current losses
» input filter capacitor losses

» MOS driver losses

The main contribution to power losses are the losses in the low side and high side switches, which are
the conduction losses and switching losses. Then we have the inductor losses.
Then there are other contributions that are in general less relevant:

- Quiescent current losses: we are using an IC with many internal blocks, so we need to bias all
the internal circuits, so we are drawing from the PS a bias current that provides a power
dissipation.

- Input filter capacitor losses (and also output capacitor)

- MOS driver losses: extremely important if we want a high efficiency for the system at low
currents.

We can estimate all these contributions.
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CONDUCTION LOSSES

In the high side, the Irms is the output current multiplied by the square root of D, because i_HS is a
rectangular waveform where the peak is Io and the duration DTs.

For the low side, it is a complementary current, so Io*sqrt(1-D).

IrmsHS = IO D
IrmsLS ==|O v1-D
2 2
Pccmd - IrmsHSRDSDnHS + lrmsLSRDS(JnLS

with V;; = 12 V — D ~ 0.3; Rpgonus=120MQ, Rpsons=100mQ,
we obtain:

P

cond

=0.95W

The conduction losses are quite huge, causing a reduction of the efficiency of almost 1% (Po = 10W).

SWITCHING LOSSES

Let’s suppose we are using hard switching, so no soft switching or resonant switching. The switching
losses are the product of the maximum voltage between drain and source during turn on and turn off and
the maximum current, that in this case is Io, multiplied by the factor in the image.

s T N
ST ! ] T
a X | c \
VN‘ EE} %RC R }vo
\Y =V
t o+t dsMAXHS in
Pow = Vaamax *lo ( < 5 o }‘fsw <
VysmaxtLs = Vp, due to the deatime

With V,,=12V; t,,~t,~50ns, V;=0.5V, f,,=400kHz:

=]

sw

—vm-|o-(%)fsw +VD-|O-[%J¢SW -0.75W
Q —J
Y.
negligible

Which is the Vds,max for the HS switch and for the LS switch?

The Vds,max for HS is the Vin, but Vds,max for LS is just the forward voltage drop on diode x. This
because of the presence of the dead time, which is much smaller than Vin, and because of this in general
the switching losses of the LS switch is negligible with respect to the HS switch. This is due to the fact
that the Vds of the LS switch swings between 0 and Vd, where Vd is the forward voltage drop of the
Schottky diode, which is much smaller than Vin.

We use the Schottky diode in parallel to the LS switch for two reasons:
1. Smaller voltage drop with respect to the voltage drop across the intrinsic diode of the mosfet, so
I decrease the conduction loss when the current flows through the diode.
2. The Schottky diode is a unipolar device, there is no storage of minority carriers and so we don’t
have reverse recovery happening.
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When S1 is on again, we don’t go through a reverse recovery phase because of the Schottky.

LS switching waveforms

““““““ T-1xR
i Vps
i -06

DS{ON)

TURN-ON TURN-OFF

The dead time is needed to avoid cross-conduction in the two mosfets. Let’s start from a situation in the
middle where both devices are off. The buck converter is working in CCM and so the current is flowing
through the Schottky. When the LS switch is turned on we are applying a positive Vgs voltage, larger
than the threshold and the LS mosfet works immediately in ohmic region as soon we cross the threshold
voltage. This because the Vgs = 1V ore or less, Vds = 0.5V and so both Vgs and Vgs are above the
threshold voltage. Since we are in ohmic, the mosfet behaves as a resistance.

When time passes, we are charging the input capacitance of the mosfet and so we are increasing the
charge applied to the Vgs and so the Rds,on reduces. When it reduces, the inductor current is shared
between the Rds,on and the Schottky diode. The smaller the resistance becomes, the larger the current in
the mosfet. Once the mosfet current reaches the inductor current, which is equal to the output current,
the diode disengaged and the voltage across the mosfet reduces down to the product between Iout and
Rds,on, which is smaller than the voltage across the Schottky.

STEP DOWN REGULATOR EFFICIENCY

The efficiency is, by definition, the ratio between the output power and the output power plus all the
losses. The main contributions to the losses are conduction, switching and inductor losses. Driving and
quiescent losses are in general negligible at large output currents.

95.00 Vin=12v | fsw=250 kHz

9000

n=——o
PO + Zploss 2500
by considering only the main *
contributions to losses we get:

i fmomvnE12 VOUT=1 2 250 K
4| Jm=vnez vour=i 5 50 ke
VINS12VOUT=1 B 250 ki

VINS1Z W OUT=25 250 KHE
o VRE12 VOUT=23 250 K2
| VNE12 VOUT=5.0 250 kHe

P 5500
=5 .p OP 5 ~84% .
0 + cond + swW + ind 02 06 10 14 18 22

loa(A)

at V,, =12V, wich favourably compares to experimental reults (note: exp.
results obtained @ 250kHz switching frequency).

Note: efficiencies exceeding 95% can be achieved with multi-chip
packages including discrete MOS switches along with the PWM driver
(see, for instance, International Rectifier Sup/RBuck family)

We have to look at the curve corresponding to 12V and output voltage of 3.3V, which is the purple curve.
At 3A the measured efficiency is 86%. It seems not a very good efficiency, but it is however acceptable.

There are other approaches to increase the efficiency, but first we have to try to minimize the conduction
and switching losses. So HS and LS switches are the main responsible for the losses, and this happens
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because they are integrated within the same silicon of the rest of the circuit. If this is the case, in general
the Rds,on of the transistor is not optimized and we don’t have much area to be spent to reduce it.

To do better, instead of using fully integrated mosfet devices we can think of using discrete mosfet devices
that are optimized for a minimal Rds,on, or a multichip module, with multiples chips in the same
package.

More importantly, above the efficiency value, the efficiency is decreasing at low load currents, reaches a
peak and then decreases again at high currents. This can be justified by rewriting the efficiency as below,
considering the losses grouped depending on the dependance they have on the current, if on the square
of the current (e.g. conduction losses), or linearly on the current (e.g. switching losses) and the third
contribution are losses that are not depending on To.

Po = V"I°
n= 2
PO+ZP|OSS l/ctzp+ﬁIo 8L +C
Then I divide everything at the denominator by Volo.
At large currents, the term 1 + A*Io/Vo is dominant, so we have an efficiency that goes down. At low
currents, the term that dominates is C/(Volo).
C is a constant that defines power losses that are independent with respect to the output current. These

losses are the quiescent losses, due to the current drawn from the PS to bias the system, and driving losses,
which are more important and depend on linearly the frequency (P = Qg * Vgs,max * fsw).

To reduce these losses, we can do the power switch segmentation. In fact, the power mosfet has a cellular
structure, so we can split the power mosfet in several segments and when the load current is large we turn
on all the segments in parallel but, as far as the current reduces, and so the conduction losses are not the
dominant component, we can turn off the largest segments in the power mosfet and just switch on and
off the small segments, which provide a lower gate charge Qg.

The other possible approach is to reduce the fsw or other approaches like pulse-width modulation.

289



ISOLATED DC/DC CONVERTERS

ISOLATED VS NON ISOLATED CONVERTERS

Non-isolated .
© DC/DC - Non-isolated dc—dc converters
Vle converter f Vo may have common negative or
T common positive input and output
© © terminals.
r_ 1
© | NPUT BUTRUT II ©  Isolated dc-dc converters use
Vin f | | secton section | | f Vo transformers to obtain dc isolation
o—— —— between the input and output.
\__ __ ] - The isolated output is floating,

i.e. it doesn't have a defined or
fixed voltage relative to input
voltage nodes.

The typical reason for using isolation is safety.

ISOLATION
« What is it?

= No direct conduction path between input and output (galvanic isolation).

= Dangerous electrical shorts cannot pass through to either side in the event of
component failure or fault.

* Why it is needed?

= Protect the primary side from faults and components failures on the secondary
side.

= Protect the secondary side from line-level events, e.g. surges, lightening
strikes, noise.

= Protect the human operator and the equipment.
= Regulatory standards require isolation.

* How is it implemented?
= Power transferred through a transformer.

= Secondary-to-primary signal sensing through an opto-coupler or a transformer.

ISOLATED DC/DC CONVERTERS

The one in the image below is the typical implementation of an isolated DC/DC converter. The input
voltage from power lines is rectified and filtered (PFC circuit used nowadays) and in output we have
310V peak (220 rms * sqrt(2)). This voltage is converted in the desired output voltage using an isolated
converter. The transformer that is used is not a low frequency transformer, it is a transformer placed
between the switch network and the filter network, so it is operating at a switching frequency of hundreds
of kHz, not to say MHz. At a given output power, the higher the frequency the smaller the size of the
transformer, and this allows us to shrink the size of the transformer.

Most of the converter are isolated, so there is a feedback path and also in the feedback path we have a
HF transformer. We can use a digital isolator (not optocouplers, which are slow).

Safety is not the only reason to use isolation, there are also other reasons, such has in the conversion from
48V to 1V in data centers. If we would use a buck converter with e.g. 50 V in input down to 1, it means
that the buck should work at 2% duty cycle, that is unpractical, especially if the switches are operated at
high frequencies (MHz). If e.g. Ts = 1us, 2% is 20 ns in which we have to turn on the mosfet and turn it
off again.
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With isolated topologies we can take advantage of the turn ratio of the transformer to relax the
specification on the duty cycle.

Objectives
Isolation of input and output ground dc-d conversion with isolation
L R e R TR derdk conversion Lt sdlation__ __
connections, to meet safety ,_ [Rep—
requirements | ; |
ac dc | o— =0 | | dc
60-Hz E M:iﬁlr (unregulated) | [ Rectifier | regulated
Filter | % + Filter : Yo
I
| e |
e . . |_ transformer )

+ Minimization of current and voltage S D
stresses when a large step-up or I'_ ! _:
step-down conversion ratio is needed | Switch Pl ever [ |

. | |Basefgate Drive Controller [ Ampltier
— use transformer turns ratio || o l e }
| |
| |

Reduction of transformer size by Lg,___F_.#_h_______E'il
incorporating high frequency isolation
transformer inside converter Note: this is only one possible

arrangement. Controller often
on primary side with switch.

A third reason for isolated converters based on a transformer is that we can put many secondary windings
on the magnetic core obtaining hence different output voltages from the same converter.

* Multiple output voltages

can be obtained via
multiple secondary m
windings and multiple

c_onv.t-:rter secondary r E: - -
circuits oreEated ~— s (roguiated)
——} 1
. Rect.

* Multiple outputs can be T C B o g L

“quasi-regulated” using

a single controller and Pact, =

+ f— o3
feedback loop. Filter (unregulated)

Figure 10-3 Multiple outputs.

TRANSFORMER POWER HANDLING CAPABILITY

Total apparent power, S, of n winding transformer (VA)

I

AT

S=YV, | ®
k=1

=

* n = total number of windings

» V, = rated RMS voltage of
winding k

Vi

M

R

+ |, =rated RMS current in
winding k

V3

Ly

We start by defining the total apparent power in a transformer, which is the product of the apparent
power of the windings. Each winding has its own apparent power that is the product of the rms value of
the voltage across the winding and the rms current that flows through the winding.

Let’s focus on the generic winding k. What is the relationship between the voltage across the terminals
of the winding of k and the magnetic flux inside the transformer? The Faraday law.
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Starting from the Faraday law, we can compute the rms value of the voltage across the winding k, Vk.
Instantaneous voltage on winding k:

v n d(p « o = instantaneous flux in core section
KR dt * n, = turn number of winding k

RMS voltage of winding k:

/c_ Vn A (ulf-j
V,=n, K, A, -B.f J ®
[ A o @ paler)
« A, = transformer core section (m?) &r thg
« f = operation frequency (Hz)

+ B =core flux density (T)

+ K, = form factor of voltage waveform v, (ex: K, = 2n for sinewave)

Ae is the area of the cross-section of the magnetic core. If we assume the flux is changing sinusoidally,

when we apply the derivative, with respect to time, we have a frequency dependance, that is then inside
the terms B*f.

We can combine equations 1 and 2 to get to equation 3.

By plugging equation 2 into eq. 1 we get:
-

si(nk.Kv-Ae-B-Hk)KV-AeB-f.ink-lk} ®
k=1

L k=1

n
We can now write an A, as:
k=1

Ve

k;nk'lk:w;nrAWk _J»Ku~Wa] @

by forcing the same RMS current density J (A/m2) in all windings to impose
uniform distribution of copper loss volumic density & avoid hot spot.

= A, = conductor section of winding k

« K, = window utilization factor = A /W,

« W, = effective section of core window
Awk is the area of the copper wire; if we sum all the Awk we get the total area associated to the copper
in the primary winding or secondary winding, depending if k = 1 or 2. So summation x is the total copper
area in the transformer. Then we can express it as the total window area multiplied by a utilization factor.
Apparently, I'm using the same current density J for all the windings and this is by design, it is forced to
be equal in each winding. If we verify this condition, the total power dissipation in the copper is

minimized and the power dissipation is evenly distribute among the windings.

Finally, we can express the area-product of a transformer Ap. 10™4 is to convert from A/m”"2 to A/cm”2
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By combining equations 3 and 4 setting B <B,,,, we finally get:

A, =AW, = S -10* [em*]| Area-product
€ f

T Ko K, B - of transformer

= S = total apparent power (VA)

= A, = transformer core section (cm?)

= W, = effective section of core window (cm?)

= K, = window utilization factor

= K, = form factor of supply voltage waveform v,
= f = operation frequency (Hz)

* B, = max core flux density (T)

= J =RMS current density (A/cm?)

* A, is proportional to the total apparent power S and
inversely proportional to the product B, ,-f

When we are designing the transformer we know the total apparent power and we have to pay attention
not to saturate the core, so we put Bmax in the formula and f'is known. We use the formula to get the
minimum Ap.

We can also use this formula solving for S; in this case we want to understand the maximum power the
transformer can handle, and it is proportional to the frequency.

NB: the larger the f, the smaller Ap and the larger Bmax the smaller the Ap at a given apparent power,
so the smaller the size of the transformer. In particular, Ap is inversely proportional to the product of
Bmax and f.

This is important because the catalog typically reports the graphs below.

LowarD

80000

Z e [ 4F1
Py = 500 mW/cm: 100 °C 3Fs
fxBrax | | L Ll L
(HzT) i /77\ Performance factor
60000 //71\ (f x Bmax) at
7 Py = 500 mW/cm3
3F3! L as a function of
40000 e FY frequency fo.r power
N 374 ferrite materials.
/" 3C94
A c90
20000 A
il
/
=

1 10
operating freq. (MHz)

* The performance factor (f x Bmax) is a measure of the power
throughput that a ferrite core can handle at a certain loss level.
This is the performance factor of power ferrites, i.e. it reports the product Bmax*f as a function of the
operating frequency, and it is measured at a given volume specific core dissipation Pv.

If we want to design a transformer that for instance works at 400 kHz, in order to minimize the Ap, so

the core size, we have to maximizer the performance factor, so we have to select the ferrite that provides
a maximum value around 400 kHz, that in this case is 3F3 or 3F35.
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TRANSFORMER MODELING

Two windings, no air gap: i)
7 ( nn o, I o D

_//‘"= R n
‘ Q,lA - ",

vitD s

+

1y
turns z(t)

Y
yava

i o= 7 7
S =R TR,

=4

Core

DR =nyi; +nyiy

Dot convention

R D He The primary and
Magnetic circuit model: A S secondary currents
F -

¢ flowing into the winding

. - ) terminals marked e
il () C) "2 | produce a mutually

additive magnetic flux.

We have a prototype transformer with a square-shaped core and two windings with no air gap in the
core, because the transformer doesn’t have to store power, power goes in and immediately goes out.
The reluctance of the core is the average length of the core divided by the area of the cross-section of the
core. The electric equivalent of the magnetic circuit comprises a generator for the total magnetomotive
force that is n1*il + n2*i2.

The meaning of the dots is to identify where the current enters, in the sense that the current that enters in
the dot produces a magnetic flux that is mutually additive in the two windings (check with the right hand
rule).

So the magnetic flux phi is the magnetomotive force divided by the reluctance.

If the reluctance of the core is 0, which happens if we push the magnetic permeability of the core to
infinite, we get an ideal transformer, n1*il + n2*i2 = 0. It means that the magnetic flux in the core tends
to be 0.

The ideal transformer

In the ideal transformer, the core P e
5 ——AN—
reluctance #_ approaches zero. - 5 -
MMF 7. = @ # also approaches . C,) C_) ‘
€ n Holy
zero. We then obtain ! &/
0=n,i, +n,i,

Also, by Faraday’s law,

noon, i

Eliminate @ : . .
dd_"i_ " " H "2
it n, n,

Ideal transformer equations:

RAN)

2

and  nyiptay, =0 Ideal

Hy My

We can also write that i2/i1 = - n1/n2.

We have the — because in the example in both the windings the current is entering, but there is no storage
of energy in a transformer, so if the physical current is entering in the primary, the physical current is
exiting in the secondary, otherwise we violate the principle of conservation of energy.
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The magnetizing inductance

7
For nonzero core reluctance, we obtain > AN
+ ~ —
F
DR =nji +nyi, with v, =n, do ¢
=2 dt
. i C;) C:) )
Eliminate ®:
n HA
1 d 2
wW=—o L0 t—=i
! lxcdf 1 ",
. . . 15
This equation is of the form i 7 i n o, i
B di;\[ T > - -«
vi=Ly dr R
1 ny "2 . .
with R vwop.=" v,
”I M ‘7('](
Ly= 7
o ny
y=i,+—=10 Ideal

n,

Magnetizing current i (t): the current required to create H_(t) that couples primary and
secondary windings through magnetic induction.

This is the most important real component to be added to the ideal model to approximate the real
behaviour of the transformer. This comes from the fact that the reluctance of the magnetic core is not
zero, so the permeability is not infinite, making the reluctance to be finite.

In the image, eliminate phi means putting the phi expression in the derivative for v_1. The second
equation can be rewritten introducing the magnetizing inductance Lm.

Now in the real model there is the magnetizing inductance with a current i_m flowing in it. So the
magnetizing inductance is a component to put in parallel with the primary side or secondary side, it
doesn’t matter. Of course depending on where we put it we have a value, if on the secondary side we
need to multiply Lm by the square of the turn ratio.

As for the physical meaning, in an ideal transformer, all the current i1 that enters the primary side is
reflected on the secondary side according to the turn ratio. This is not true in a real transformer, part of
the input current flows in the magnetizing inductance and so it is not available on the secondary side.
From a physical standpoint, some of the current in the primary side is used to magnetize the core
establishing a magnetic flux that links the primary and secondary sides. From al electrical standpoint we
can model this adding a magnetizing inductance. It is a real inductance, it is not a fictional component,
and it exhibits saturation and hysteresis (if there is hysteresis we have to take into account the losses in
the magnetic core).

+ Models magnetization of core material
+ Areal, physical inductor, that exhibits saturation and hysteresis
+ If the secondary winding is disconnected:

we are left with the primary winding on the core

primary winding then behaves as an inductor

the resulting inductor is the magnetizing inductance, referred to
the primary winding

+ Magnetizing current causes the ratio of winding currents to differ
from the turns ratio

Magnetizing current causes the ration of winding currents to differ from the turn ratio. It means thati2/i1
I=nl/n2.
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Core saturation

« Saturation occurs when core flux density B(7) exceeds saturation
flux density B

sat®

* When core saturates, the magnetizing current becomes large, the
impedance of the magnetizing inductance becomes small, and the
windings are effectively shorted out.

+ Large winding currents 7 () and i,(r) do not necessarily lead to
saturation. If

0=mi| +nyi,

then the magnetizing current is zero, and there is no net
magnetization of the core.

« Saturation is caused by excessive applied volt-seconds

Saturation has to be avoided because if the core saturates, the magnetizing inductance becomes a short
and we are shorting the transformer.

Moreover, in a transformer a large primary or secondary current doesn’t necessary produce a saturation
of the core like happens in an inductor, because the magnetic flux generated by the primary current
cancels with the magnetic flux generated by the secondary current.

The transformer may become saturated due to the excessive volt-seconds applied to the core. The
responsible is once again the current in the magnetizing inductance; we can compute the magnetizing
current as X. The integral of v_1 is the flux density.

Magnetizing current i mh nyn, i
depends on the integral —r < ‘+
of the applied winding i+ :% iy
voltage: ' _— :lj H ),
. 1 A
W =—1 v(0dt
X i) Ly ' vi(1) ) )
Flux density is ldeal
proportional:
1 Flux density becomes large, and core
B = A I vi(1)dt saturates, when the applied volt-seconds %,
are too large, where
.
o= T v(nde

. !1
limits of integration chosen to coincide with
positive portion of applied voltage waveform

+ Saturation mechanisms in transformers differ from those of inductors,
because transformer saturation is determined by the applied winding voltage
waveforms, rather than the applied winding currents.

Since L*1 = n*phi = n*Ae*B, we can arrive to the second equation solving for B. Hence if the integral of
v_1 is too large we may end up in saturation, so B(t) < Bsat.

t_1 and t_2 depend on the voltage waveform we are applying on the primary. If for instance v_1 is a

square wave, t1 is the beginning of the positive square and t2 it’s the end of it, so the time interval where
the voltage is always positive or always negative.
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Leakage fluxes
We have to add additional components that makes the difference between a real transformer and an ideal
one. We have to add leakage inductances that come from the leakage flux.
In fact, not all the flux linked with the primary windings is also linked with the secondary windings. This
non ideal behaviour can be accounted for adding two leakage inductances, one on the primary side and
the other on the secondary side.
_ Niiy . r_’ —) By
b, €R v i *W’ b = W

- SO Hp
ry =N, (¢c +¢\1); Ay =N, (¢’c +¢‘\2)

_ N1I1 +N2|2 - _ N2|2 i

—

vy= Py Gy (dh Nodip A1)
dt | "dt "ldt N, dt
oS g dip Npy fdh Nodip ) (o)
dt | dt'i N, dt N, dt
i « Equations (1) and (2)
with provide a mathematical
Nz N2 Nz description of the input-
L =—: §= —L- L, = —2 output characteristics of
"R R R a generic transformer

We start with the mutual flux (or common flux) phi_c, that is the one linked to both primary and
secondary and we also have to link the leakage fluxes phill and phil2, where Rl11 and RI2 are the
reluctances of the leakage paths.

Then v_1 is by definition the time derivative of the flux linkage lambdal, and the same for v_2. Two new
terms are appearing, the leakage inductances L11 and LI2.

This system of equation provides a mathematical description that fully describes the real transformer, and
the leakage inductances can be accounted for introducing two real inductances in the model in series with
the primary and secondary sides.

f’% ﬂ 50

i

- +
v oy }(D(: va(1)

—/

. _@ — =) i ) 3

v (1) N

tl(i‘)

Z
i
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TRANSFORMER MODEL

An equivalent model that satisfies Egs. (1) and (2) is illustrated
below. This model is known as the T-model for a two-winding
transformer.

it
i Note: core and

copper losses are

neglected
Ideal transformer
ia(t) o iz(t)

o ] —> [NyiNg | —
In the initial analysis we’ll I I
use this simplified model, ,_m: ‘ : TVZ(U
assuming an almost ideal i) | |
magnetic coupling (k=1) ° I I °

Ideal transformer

This is the physical model in which all the components that appear in the model are strictly related to the
physical characteristics of the transformer. In our analyses we won’t consider the leakage inductances,
assuming there is a perfect coupling between the primary and secondary windings.

Moreover, there is something missing in this model, because we have also to consider the resistances of
the windings to take the copper losses into account and we also need to put an additional resistance in
series with the magnetizing inductance which accounts for the losses in the copper.

TRANSFORMER CORE B-H CHARACTERISTIC
In the image we have the B-H characteristic of a generic ferromagnetic material; we can split the
characteristic in 4 quadrants.

B(1) = ' () dt :
® 4 Vi) saturation

|
slope = L,,

H(1) = iy (1)

1l Y

We split it because the typical isolated converter uses the magnetic cores by exciting them in two ways:
1. Unidirectional core excitation, and the magnetic core is used just in the first quadrant. The
flyback converter and the forward converter use this approach.
2. Bidirectional core excitation, and we are using the 1% and 3" quadrants. There are 3 isolated
topologies that use the core in a bidirectional way: push-pull converters, half-bridge converters
and full-bridge converters.
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Two kinds of core excitation for the above

converters = 1
Bma: }.——r. 2
« Unidirectional core excitation, where only the 5 8
positive part (quadrant |) of the B-H loop is used: / 7 ™
» flyback converter (derived from buck-boost f /
converter)
» forward converter (derived from buck converter). . _eteeses
« Bidirectional core excitation, where the positive .
(quadrant |) and the negative (quadrant Ill) parts of
the B-H loop are utilized alternatively B A
B
» push-pull converter L 0
» half-bridge converter f §
» full-bridge converters Double.cnded"
AC-only Operation

The various isolated topologies have the following ranges of operations, depending on the output power.

Topologies

Push-Pull

complexity

Resoant—Reset
Forward

Flyback

10 100 1000 10000

output power, watts

The flyback topology is typically used for output power up to 100-150W, so low power applications.
we need to increase the output power we should move to other converters.

1

If
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FLYBACK CONVERTER

The Flyback converter is derived from the buck boost converter. By replacing the inductor with a
transformer in the buck converter we get the flyback.
It is the most commonly used in low power applications < 100W. We need a switch, a diode and the

transformer. Dots are not on the same side.
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Figure 10-6 Flyback converter.

«  Flyback is the most popular topology for low-power (<100 W) AC/DC
conversion applications:

« aflyback transformer combines the actions of an isolating transformer
and an output inductor into a single element hence, no separate
inductor is needed:;

+ aflyback transformer provides galvanic (electrical) isolation up to ~5
kV DC, and it can provide multiple and/or negative outputs;

« simple design requires just one semiconductor switch (MOSFET) and
one freewheeling diode.

CCM

Firstly we replace the transformer with the simplified model made of an ideal transformer and a
magnetizing inductance. In CCM, the current in the magnetizing inductance never reaches zero.
Starting from this assumption and assuming that the diode is ideal, we have to understand the behaviour.

If the switch is on, a positive voltage is applied to the primary side that produces a voltage on the
secondary side in the opposite direction and since the output voltage is positive upward, the diode is
reverse bias and so no conduction on the secondary side and the output capacitor is providing all the
current needed by the load. All the input current flows in the magnetizing inductance.

The physical meaning of this is that we are increasing the energy stored in the core of the transformer.

* During t,,, V,, is applied to
primary and current ramps
upin L.

Figure 10-7 Flyback converter circuit states: (a) switch on; (b) switch off

» As switch opens, voltage Vix

“flies back” until caught by
secondary diode / cap at .
V., On secondary side, E— e
= (-N4/N, V,,) on I
primary winding (L,,). i >

* During t 4 current ramps o
downinlL,,.

In the off time period, the current in the magnetizing inductance cannot be null instantaneously because
there is energy stored in the magnetic core. The magnetizing current is exiting the dots in the primary
side and so the physical current is entering the dots in the secondary side, making the diode conductive.
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When the diode is conductive we are applying a voltage Vo to the secondary side. In the primary side we
have a reflected voltage Vo * N1/N2 downward, so the voltage across the inductor has changed sign (it
was upward in the Ton phase). This is the reason for the name ‘flyback’, since the voltage flies back.
The effect of the voltage inversion is to discharge the inductor, reducing the current in it = the energy is
transferred to the output.

The first plot of the previous image is the voltage across the magnetizing inductance, v1. The first blue
curve is either the magnetic flux or the magnetizing inductance current, which is triangular, as usual,
with a certain average value. The last plot is the current that flows in the diode.

So during the on time period the energy stored increases and no current on the secondary side, while
during the off time period the energy stored in the magnetic core reduces and power is transferred to the
output. The current either flows in the primary during the on time period or in the secondary during the
off time period, this is why there is no instantaneous power flow from the input to the output.

DC voltage transfer function

f\ffL,\r _05 N; N,
g L
v i:ul vy ! V A|+ _ \/INDTS
! = o Ly — L
— M
v,=V, 0
N
v, =V
ALY »
’l!
N N. —

K l‘“’; (7:—’. g %lj # % ‘t AiLM = &w
: _ . + _ N2 I_M

OFF
V. N. D Input output relationship
Ai; = Ai —2=—2_——_1| s similar to buck-boost
" "= Vie N (-D) | converter.

We apply the V*s balance on the magnetizing inductance. During Ton the voltage is Vin (Vin*D*Ts),
while during the off time period it is reversed and Vo*N1/N2.

We get a result that is similar to the DC t.f. of a buck boost converter but there is the N2/N1 additional
term, that is the turn ratio.

CCM waveforms

V(N /N
MN_. 'p_. Moo ) lo ,-,,“/\/\I 2,
ity @, —
o
)T e we
itm <l Vot +iu i /

ﬂE}] ;

i
o— D

Vin

nr ANEZEE

301



The first plot is the voltage applied to the magnetizing inductance (areas must be the same), then we have
the current in the inductance, the switch current and the diode current.

The average diode current Id = To, because the average current across the capacitor is 0. So if we shift the
waveform i_D down by a quantity Io we get the i_c, instantaneous current that flows in the capacitor,
and the positive area must match the positive on at steady state.

Recall
+ Conventional transformers store minimal energy
— E.g. Forward converter, Push-Pull converter etc.
— Primary and secondary currents flow simultaneously.
— Energy is transferred by the simultaneous flow of current.

» Flyback “transformer” is not acually a transformer
— Primary and secondary windings do not conduct simultaneously
- often called two-winding inductor.
— Current flows in primary while secondary diode is reverse-biased.
— Primary current stores energy in air-gap.
— When primary current stops, secondary current flows.
— Air-gap energy is transferred to the secondary load:

= CCM => only some of the stored energy is delivered to the load,
primary current starts before secondary current has decayed to zero;

= DCM => all stored energy is delivered to the load, followed by an
interval of zero current flow in both windings.

A transformer is a magnetic component that doesn’t store energy, current flows always simultaneously
in the primary and in the secondary side. Since there is charge storage in the flyback the flyback core
must be gapped.

RHP ZERO OF THE FLYBACK CONVERTER IN CCM

i (14, = (LL] A right half plane (RHP) zero
Gy(s)= 1o _g o)\ 2%\ 27%2) is produced in the duty
d(s) S [_s > cycle-to-output transfer
2nf,Q | 2nf, function when the flyback is

operated in CCM.

RHP 2000
(up = 785.6) (et = 109 (ug = 444 x 104
H 1 !

[ i |

]
|
]
1
|
!
I
!
I
1

The typical God for a flyback converter working in CCM has a pair of c.c. poles, which comes from the
interaction of the magnetizing inductance and of the output capacitance, and a negative zero from the
output capacitor and then a RHP zero.

A flyback converter for small power is typically used in DCM, not CCM, because in DCM we loose the

RHP zero and this makes a big difference when closing the feedback loop, it is easier, and we also loose
a pole.
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CCM-DCM BOUNDARY

i
ILmB =4
2
V,
Using —>=—% we get:
V, N, (1-D)
_ Ifl >1 — CCM
||_ 8 =M& As usual: LT
m 2L N, fl <1z — DCM

The magnetizing inductor current starts from 0 at the beginning of the switching cycle, reaches a
maximum at DTs and then drops back to zero reaching it at the end of the off period. The average current
in this situation is the average boundary current i_LmB, which is half the peak current.

CONDITION FOR DCM OPERATION
We start from the definition of the boundary current.

Is there a way to connect I_Lm, current that flows in the magnetizing inductance, with the output current?

Yes, we can look at the two plots in the image. In the upper plot we have the instantaneous current
flowing through the magnetizing inductance at the boundary, while the second one flows the current that
flows through the diode. During the off time period, current in the diode is not simply equal to the current
in the magnetizing inductance, because we have to consider the turn ratio of the transformer, so we have
a factor N1/N2.

The average output current is then the average of the diode current, so it is the red area divided by Ts. In
x we replace the Io = Vo/R.

_Vo(1-D)Ts N,
LmB — 2L N2

m

N
Note: in CCM , o =1p :le-N—1-(1—D)
2

» DCM if I, < | 4
SN 1 T o N
R N, 1-D) 2L, N,
2.L N, )
ie. ~—m <(17D)2. —1 Ts
RT N,
N . . . 2L
» This can also be expressed as: with K =
S 2
K <K (D, N;,N,) for DCM and K, (DN, N,) = (1-D}? (%J
2

We can also introduce some different definitions to define the conditions of operations in DCM. For
instance, the flyback is in DCM if the output current is smaller than the output boundary current, which
is the current Io with I_LmB in place of I_Lm.

303



« ltis natural to express the mode boundary in terms of the output power
or magnetizing inductance rather than the dimensionless parameter K.

> peMmit Yo . MoTs(q_py. ﬂ]
R 2L, N,
: 2 TR
p, < Yols q_pp.[Ni| _ip . YuD
2L N, ) 2L_f.
ie. , |
2 i 2 M2
Lm<ﬁ(1—D)2- N =L, <M
2P, N, ) 2P, 1,

2

...............

Note: in CCM , down to boundary between CCM and DCM

=

, D

Vo _N;
Vi N; (1-D)

[ ——

The energy transferred from the input dc voltage source V), to the
magnetizing inductance during one cycle for the DCM case is:

W :1 . Lm . izm,max
2

Assuming 100% efficiency, this
results in dc output power given by:

2
Ps =%'Lm 'ifn.max fs = %
since
e =007 = %
it follows that
Vo _p [R

V,

IN

iy o bmax

DcK

pre
XTI

= Thus the feedback loop will regulate the output by decreasing D
2mes as V), or R goes up, increasing D as Vy or R goes down.

We want to compute the DC t.f. for the converter in DCM. We can derive it in two ways; the first one is
using the approach of part 5, the other possibility is using the approach down in the slide, based on how
the flyback works.

The flyback stores energy in the core during the on time period, and this energy is completely transferred
to the output during the off time period. Completely because during DCM the current in the magnetizing
inductance reaches zero before the end of the switching period. whSo in theory we can derive the DC t.f.
applying an energy balance. The energy stored in the on time period is equal to the one released to the
output in the off time period.
Assuming that there are no losses, all the energy W is released to the output, so we can compute the Po
because the charge and discharge is performed every period.
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DCM waveforms
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The only important thing to understand is the current in the magnetizing inductance, which starts from
0, reaches a maximum, goes back to 0 and then stays equal to 0 for a fraction of the switching period.
As for the voltage across the switch Vs (Vds), when the switch is closed there is no voltage drop across
the switch (or small on the Rds,on). When the switch is open we have a first period where Vs is the input
voltage plus the reflected output voltage, which his Vo*N1/N2 (n = N1/N2).

However, this voltage stays equal to this value as far as there is energy stored in the magnetizing
inductance. When the current in the inductance reaches zero there is no more energy and the voltage
drop across the inductance drops to 0, therefore the voltage across the switch remains just Vin.

In the real world we have resonances to reach the steady value Vin because immediately before the
collapse the voltage stored on the parasitic capacitance of the switch is Vin+Vo*n, the final voltage is Vin
and so there is an additional energy stored in the capacitor which bounces back and forth between the
parasitic capacitor at the drain node and the magnetizing inductance.

T,
s T,
[ ™
Virain v h V, !
drain v
Primary |« +V, 1-D)xT, i DxT, !
MOSFET | DxT, Mo 1 d-DixT, Jprimany % Ve vi 1
+—t >
[}
[
Primary Primary : :
Current mip L ok Current [ (1-D)=T,
I Al lpkmin I —
T | 3 1o
Loy Idle
. I "I Period
1
Secondary m
Current mf & Secondary : :
lg T lo_avg cu:rent I5_avg
N N I N

Time (f) Time (1)

N + Oscillation occurs across the
n=— MOSFET drain.
N2 « This is caused by the primary

inductance and the capacitance
seen across the MOSFET drain-
to-source.

(see part 8 slides for optional slides, 37-38)
We can take advantage of the resonances. When the device is in DCM, as soon as the energy stored in
the inductor gets to 0, the resonances appear, so the switch voltage is reducing below the final voltage

due to the ringing.
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If we could sense the voltage and opening the switch exactly when the first ringing has reached the valley
value, the advantage is that the voltage Vds is smaller to turn on the switch with respect to when we reach
the steady state Vin, so we can spare some switching power, reducing the switching loss.

MAGNETIZING INDUCTANCE Lm DESIGN

In a flyback converter we have to design the magnetizing inductance and the turn ratio. We want to
design the Lm so that the converter works always in DCM regardless the input voltage or the output
power.

The converter is in DCM if the condition in the blue box is fulfilled. It is an upper bound for Lm.

Any inductance value smaller than the upper bound provides operations in DCM. The problem is that in
this formula neither Vin nor Po are constant, so we have to go for the worst case scenario and be sure
that the device works in DCM or at the boundary between DCM and CCM. Hence the task is to identify
the worst condition.

+ The magnetizing inductance L,, must be limited to a maximum value, L, ...

+« DCM ensured if

note: flyback operates at CCM/DCM boundary when the ”=" holds.

Worst conditions? Vy,.? Dwc? Powc?

> Powe = Pomax - Ata given P,

7 Vinwe = Vinmin i =const = 2Po

m,max
fS

im(t) "
4 « The lower V , the longer the T,

Immax— — o — -~ needed toreach i that is
the larger D.

m,max»

|V|N decreases

0 |Ton=DTs t * Vinmin Will make the flyback to
LONZ =SS » » )

operate at D,

The worst case in terms of Po is when it is maximum, while for Vin we have to choose the minimum
input Vin for the worst case.

However, a typical mistake is considering for D its minimum value as the worst situation. But this is not
true, because the Vin and D are not independent variables; at a given output power Po we can compute
the maximum current that is reached in the primary side at the end of the on time period (im,max) and
if the input voltage is decreased we need more time, and therefore we need to apply a larger duty cycle,
to reach the peak current. So the lower the input voltage, the larger the duty cycle. We cannot have
minimum Vin and minimum D, otherwise we don’t reach the minimum current to provide the output
power.

Hence the critical situation is defined by Vin minimum, maximum Po and maximum D.
There is a problem with the relationship in the blue box. When designing a flyback converter, we know

Vin,min because it is a design data, as well as for Po, but we don’t know exactly what the maximal D is.
We know that Vin,min results in Dmax, but we don’t know the exact value for Dmax.
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Dmax
Let’s assume that we are in the worst case (Po,max and Vin,min). The CCM/DCM boundary is in
principle ensured by all the combinations of Dmax and L m,max that satisfy equation x.

+ Assume worst case P, V. Flyback operates at the CCM/DCM boundary.

+ CCM/DCM boundary is ensured by all the combinations of D,,,, L and

n=N,/N, which fullfill the following equations:

m,max»

2
Lmémax = Vil — const, and Vo =_N_2 D
Dmax 2POmax fS Vleln N1 (1 'Dmax)
Vomgy [ i
Vin=32V/(_o D, ax is a free parameter
i L iy « small D, = high peak current
, « large D,.,, = high voltage stress
é / O=0&L 1007y ne 578
5 " s | Ingeneral,
§ ‘

/ .
/ ~d Dmax = Dy = 0.5 is selected

—— | 2 Tonwe= Torrwe = 0.5 Tsw

Of course we have also to verify the equation on the right side. It looks like there is a free parameter that
we can choose, e.g. the Dmax; once we have chosen D, we put it in and we can compute Lm,max.

So is there a smart way to choose Dmax?

The plot reports the primary current, i.e. the current that flows during Ton in the primary side, as a
function of time for a flyback converter operated at the boundary between DCM and CCM.

There are several curves plotted for different D values. The converter is working with Vo = 5V and Vin
= 32V, and Po = 40W.

‘We notice that if we increase the D from 0.1 to 0.9 the curve moves downward. If the D is too small, we
have a large input current (25A) so high dissipation in the power mosfet, so we can increase the D, and
at D = 0.9 the primary current is small, but we have another disadvantage, that is that the larger the D
the smaller the peak current but also the larger the turn ratio N1/N2.

The disadvantage in having a large turn ratio is that when the mosfet is off the output voltage that is
reflected on the magnetizing inductance is huge because of a large turn ratio. This forces us to use a
mosfet device with a large breakdown voltage.

Hence the optimal point for D is exactly in the middle.

Lm design conclusions

The Lm design is done considering the Dmax = 0.5 and with the formula we can define the upper bound
for the magnetizing inductance.

Any value smaller than the boundary is ok, but of course not too small because the smaller the larger the
input current.

In the following image we have the plots for possible situations. In the worst case the Vin is minimum,
the Po is maximum and D = 0.5, and we are at the boundary between DCM and CCM.

If the input voltage is increasing we are increasing the slope of the Ton time, and if so, if the Po is constant
we still have to reach the same peak value of the current but at a smaller D*Ts, therefore we are decreasing
D and we are entering the DCM. In the Toff phase the slope is still the same.

If Vin is kept minimum and Po is reduced, the slope during Ton is constant but the maximum current to
be reached is reduced, therefore we reach it at a smaller DT's with respect to the worst case, so D < Dmax
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and we are in DCM. It is the feedback loop that controls the D in a way that, upon a variation of the Vin
or Po the D is set properly.

The point is that in any situation different than the worst case we are working in DCM.

* D, is set by the designer around 0.5 (precisely 0.5 in our design)

Vi Do
* Lomax IS selected from the equation L . = %
Omax 'S

* N,/N,is selected such to fully discharge L,, within T¢ (see next slide)

worst case
in(t) CCM/DCM § 1) DCM im(t) DCM
immax |— — — g — — — — — . immax{— —A— — — — — — ; '
/ e R
0< Tonmax sl Torr 5 t OLTcmN Torr 5 it OL T(»N;‘T()IF’ ﬁ
« > « >
Ts Ts Ts
VIN B VINmin V|N > VINmin V|N = VINmm
F’O = F>Omax I:)O = I:)Omax PO 5 POmax
D=D,,,=0.5 B D D<D,,,

Lm design recap

Use worst case P5 = Poa Vin = Vinmin: D=D

max

> > Assuming >
L — \/INmin 'Dmax Dmax=50%' I_ _ VINmin
m,max -
2P, . f | — | "™ 8P, _f

If converter efficiency, n, is taken into account, we easily get:

2
_ N-Vimn | - Assumen~075-085

mmax — 8P .fS as a first guess

Omax

However, in all this reasoning we never took the efficiency of the converter into account. If we take into
account in the definition of Lm, we just have to have eta directly related to Lm.

Of course at the starting of the design phase we don’t know the value for the efficiency eta, so in general
we start with a guess, that is in general between 75% and 85%, then we perform the design and at the end
of the design phase we compute the efficiency. If it is consistent with the guess the design is over, if not
we have to iterate the design.

TURN RATIO DESIGN ‘

It is defined in the worst condition by applying the V*s balance. In fact i_Im(t) -

increases in the Ton until Dmax and it goes down and reaches zero at the end of Toff. Lo N
So we can apply a V*s balance to Lm obtaining that Vo/Vin,min = N2/N1 * Cray T,

Dmax/(1-Dmax).
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im = At N, _ N, _ Viv Ton
AILm - AIL,“ —=> V% N_ZTOFF =ViTon = N_z_v_oﬁ

For D=D,,,=0.5, V\\=V\umin (Worst conditions) we get T =T,=T/2 at
CCM/DCM boundary. Therefore:

N; _ Viumin [ Note: this is a lower bound for N,/N,. Any larger value of

N, Vv, N,/N, will make the flyback to operate in DCM

More accurately, taking into account non-idealities:

m - VINmin
N, \Vo+V%

The Vin,min/(Vo + Vd) defines a lower boundary for the ratio N1/N2, it is a minimum value. We can
use a turn ratio higher than it but not lower.

309



CASE STUDY - FLYBACK REGULATOR DESIGN

Flyback regulator is flyback converter plus the feedback.

SPECIFICATIONS

* Input voltage: V| =22+38V (V|y pom= 28V)

* Output voltage: Vo =5V

+ DCM operation

+ Output voltage ripple: AV, = 100 mV

* Output current: | =10A— P,=50 W

+ Switching frequency: fg = 100 KHz

+ Closed loop bandwidth: f; = 20 kHz
PRELIMINARY STEPS

Step 1: determine the turn ratio
:_: = (ﬁ] =394 QZ§U\TS?1;/;\;S?£XTQUSU-M3

Schottky Rectifier, 2 x 30 A

Step 2: determine the switch voltage rating

>V +&-(VO +V,) =60V Power MOS

INmax N
S

Note: BVpsmin = (Vinmax TVz ) if @n active zener clamp is exploited

BV,

DSmin

BV, > N5V, 4V, ~145V diode
N

INmax
P

We start by determining the turn ratio since we have all the information. Vd is the voltage drop across
the diode, which we consider if we want to be accurate because the output voltage Vo = 5V is not very
large, so Vd has the same order of magnitude of Vo. Vd depends on the diode we select in the flyback
converter.

The smaller the voltage drop across the diode the better, because the average current that flows in the
diode is equal to the average output current and so the average power dissipation in the diode is Io*Vd.
If Vd = 1V, since Io = 10A, we end up with 10 W of dissipated power = better to use power Schottky
diode to reduce the voltage drop across the diode. In our case we use two Schottky diodes in parallel
because the peak output current is 40A, and with two diodes in parallel we can handle 60A at max.
Also in the case of Vd we need to take the maximum voltage Vd off the datasheet of the diode.

The second step is to determine the switch voltage rating, which is the minimum voltage that the diode
and the mosfet must be able to sustain to avoid breakdown. Of course it is a lower bound.

If we start from the power MOS, the minimum voltage BVds,min must be bigger than the maximum Vds
that might occur. Of course also in the BVds,min we need to take some margins.

The same reasoning applies for the diode, where we have to compute the maximum reverse voltage across
it, and the breakdown must be larger than this. The maximum reverse voltage happens during Ton, where
we are applying a voltage on the secondary side that is Ns/Np * Vin. Once again, this is the lower bound.
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The third step is to estimate the converter efficiency. We need this estimation because the estimated
efficiency is needed in the Lm,max formula.

To estimate the converter efficiency we have to highlight the major contributions to P pj_f

the power loss, that in our case come from the Schottky diode, the transformer (core E. ,_T E 2 '\\]'*G
and copper losses) and mosfet (conduction and switching losses). ———
So we have to estimate these three contribution to have a first guess of the efficiency.
Pschottky is already known from the beginning because the average power dissipated by it can be
computed multiplying the forward voltage drop across the diode by the average current that is o, because
the average current in the capacitor is 0.

.

\

N

Of course we don’t know the power losses in the transformer and switch, because we still have to design
the transformer and choose the switch. So we start with a target losses for these two and we go on with
the design, checking if they are met. In general, we try to be around 2% of the target output power with
these losses.

Once the efficiency is known, we can compute the magnetizing inductance L m, and the formula provides
an upper bound.

Step 3: estimate the converter efficiency

P

loss

=P,

schottky + Ptransf * F)MOS
Schottky diode loss is known:

Pooey = Vs +lo = BW

schottky

Set target max loss for transformer and power MOSFET, e.g. :
Pranst = 2W; Pyos = 2W. This specification must be met by design.

Therefore:
PO
= ~ 84%
PO + Pschottky + Plransf = PMOS

Step 4: determine the magnetizing inductance

V2
T Ymn. 5 10 pH (assume n=0.84)

m,max = 8 PO i fs

The fifth step is to determine the peak and rms value of the primary current, which is necessary what

power mosfet to detect, because the conduction loss in the power MOS dependes Va -
on the rms current that flows in the primary side, while the switching loss depends &

on the peak current that flows in the primary side. A

We put ourselves in the worst condition, with Vin,min and Dmax. The peak of the 0.5 X 4

current can be determined using the delta(i) formula, so the voltage across the
magnetizing inductance, Vin,min/Lm, multiplied by the duration of the Ton = Dmax/fs. The lower Lm,
the larger the peak current, this is why we shouldn’t exaggerate in decreasing Lm.

The conduction losses can be easily computed because they are given by the product of the Rds,on of the
mosfer in ohmic region multiplied by the squared rms value of the current.

As for the switching losses, the switch is open at the end of Ton, when Ip goes down. In point x, at the
beginning of the next switching period, the switch is turned on but there is no current in the magnetizing
inductance, so the turn on transition is a zero current switch, so there is no energy dissipated during this
transient. The only energy is dissipated during the turn off transition. This is why the average switching
loss is computed considering only the t_off (turn off transient, not Toff), which is read on the datasheet.

Vds,max is the maximum voltage between drain and source during the turn off transition.
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Step 5: determine the peak and the rms primary current in order
to fully specify the power switch

V min 'Dmax . |F'(peak)
lo(peak) = INLT =11A; bo(ms) = NG =45A
Switching loss is not negligible!

V )
P.. = —Domax_paex o - fs Note: no energy dissipated during the

2 turn-on transition
Conduction loss:

2
P(rms)

P

cond

= I’DSon

Select a power MOSFET such that:
Puos =Porg + P, < 2W

cond

For example: Texas Instruments CSD19537Q3 < P~ 0.9 W ©
Infineon BSC252N10NSF G <2 Ppos>1.1W ©

The sixth step is the transformer design.

TRANSFORMER DESIGN

Step 6: select the core material
B
B_ |

/ P « In DCM, flux density swings
B-H loop, for—__| AB=2B all the way from zero to AB
?j’(‘x;‘}’;"",’]{:'f\ / E: (flux remanence is negligible
converter Miv A, H because of the gap).
[} AR
- Core B—H loop

+ Ferrite is usually the best choice for inductors designed to
operate in the discontinuous mode at frequencies above
50kHz, when core loss associated with large flux swing limits
core utilization.

The flyback transformer is not actually a real transformer, but this means that the flyback uses the
transformer as a two windings inductor, because we have to store energy in the magnetic core during Ton
and release this energy from the core to the output during Toff. This is not the typical behaviour of a
transformer, where power in immediately goes out. Nevertheless, the magnetic component in a flyback
is still a transformer from a structural point of view, it is the usage that is not the classical one. the only
difference is that we have a gap in the core to store energy.

The first step for the design of the transformer is the selection of the core material, which is important to
prevent saturation and excessive power dissipation. Furthermore, we are design a flyback that works in
DCM, so current in the primary side is a triangular one, so we have a large swing of current, which
corresponds to a large loop in the B-H diagram of the magnetic core (bold one).

We have to pay attention not to saturate the core and to the power dissipated in the core, which is
proportional to B_cap”alpha, where alpha is typically between 2 and 2.5, so strong dependance.

In general, the magnetic flux density B never reaches zero when the applied magnetic field strength H
goes to 0, however, since our core is gapped, we are stretching the B-H loop and therefore we can assume
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that the minimum B is equal to 0, because we are very close to it, it is useless to take the remanence into
account.

Due to this large swing of the B, we can expect serious losses, and this is the reason why for flyback
converter in DCM we never use distributed gap cores, because in these cores the losses due to eddy
currents are not 0. Hence we have to go for ferrite.

In principle we should look at the performance factor and select a material which provides the best or
maximum of it around 100 kHz. Then, to further differentiate, we can look at the specific losses of the
material as a function of temperature. If we look at the plot below, most of the ferrite materials show a
sharp minimum, so if we don’t work at a temperature where the minimum occurs we might end up with
a large specific power dissipation. Instead, the blue line is almost flat, so specific power dissipation is
unchanged for a large range of temperatures.

E.g. Ferroxcube 3C95 g FERROXCUBE
WS
m
800 = Power losses at
\\ 3C91-3C94——3C93— 100 kHZ and
600 < 4 V4
N |/ /31C95 T 200mT as a
o= ¢ . /// function of
e temperature

200

0
0 20 40 60 80 100 120 140 160 180 200

T (°C)

3C95 : a low to medium frequency power material with low power losses
from 25 to 100 °C for use in power transformers at frequencies up to
0.5 MHz.

Once the material is chose, we have to select the core size. The flyback converter uses the transformer as
a two windings inductor, so we can pick up the size of the transformer using the Ap formula seen when
discussing the design of the inductor. Indeed, the magnetizing inductance Lm is actually an inductor.

Step 7: select the core size

The following area-product expressions are intended to help provide a
rough initial estimate of core size for the flyback transformer (a two-winding
inductor, actually).
4

Lo oo b )P 4, When core loss is not severe, so

A, =W, -A, = B. K. [em*] that flux swing is limited by core
max "™ t
saturation

AL )R 4 when flux swing is limited by
Ap =W, A, 2 AB K, [em™]  core loss

Application Kopri Ky K, K, and K, have been calculated
Inductor, single winding 0.7 0.03 0.021 based on the window utilization
Flyback transformer 0.3 0.013 0.009 factor K, reported in the table.
;I:I:::Ls::laa:‘:ermar Note: Kp,i=primary copper
— with isolation 0.2 0.0085 0.006 area/window area.

The terms Ku and Jmax of the inductor general formula have been included in the parameters K1 and
K2. The other difference is the appearance of the power 4/3. This comes from a dimensional analysis.
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We notice that we have two possible design equations depending on the fact that the core is limited by
saturation (first formula, and never choose Bmax = Bsat, but smaller) or power dissipation (we use the
maximum swing in amplitude). Coefficients K1 and K2 can be read on the tables and they are based on
the window utilization factor, inside the term Kpri. Since we have a transformer, we have two windings,
so Kpri must be divided by a factor 2.

Core size selection

List of symbols :

L., = magnetizing inductance [H]

Imax = Primary current swing (saturation B-H loop, for—_| / B AB |B
limited) [A] operation in / B

Boax = Saturation limited flux density [T] DCM flyback

Al= primary current swing (loss limited) [A] « Al ; 1

AB = flux density swing (loss limited) [T] <1

lims = primary rms current [A] L Core B-H loop

+ The saturation-limited formula assumes winding losses >> core losses. K, is
based on a hot spot temperature rise (at the middle of the center post) of 30°C.

+ Inthe core loss limited formula, core and winding losses are assumed to be
approximately equal. Therefore, the winding losses are halved by reducing the
current density. Thus, K, equals 0.707-K,.

* The most important limiting factors in design are:

a) temperature rise and efficiency considerations arising from core
losses and ac and dc winding losses, and

b) core saturation.

» The smallest size and lowest cost flyback
transformer is achieved by fully utilizing
the core, i,.e by operating the core at
maximum flux density (limited either by
saturation or by core loss), and also at
maximum current density in the windings
(limited by winding loss).

+  We first need to determine whether the core is saturation-limited or
core-loss limited.

We need to understand if the core is limited by saturation or power loss. We need to use a rule of thumb
to do this; we set a maximum allowable core loss used as a target. In our case it is 100 mW/cm”3 allowed
losses in a magnetic core.

Then we go to the plot of the specific loss for the selected ferrite material, the one in the image below.
For the peak B_cap, we start from the rule of thumb value and we go horizontally until we reach the
selected switching frequency, and then we go down to read B_cap.

As for the delta(B), this is the double of B_cap, sto 240mT, which is well below the saturation of the
material.

So we can conclude that the flux density swing is not limited by saturation, it is limited by maximum

power dissipation (power limited design).
So we have to use the formula 2 for core size selection, the one related to core loss.

314



» To determine if AB is core loss limited, enter the core loss curve for the
selected core material at the nominal 100mW/cm? loss limit (rule-of-
thumb), and at 100kHz ripple frequency.

104

Frewc sl « The corresponding peak flux
Py HHH density, B is 120 mT.

(kW/m3) [

200 )

§$ + Therefore is AB is limited to
240 mT, well below the

saturation limited Bmax

/ (=300mT).

102 5 « Core is loss limited.

00 4,

™~
MU

103

N

T

I~

+ Use the loss-limited formula:
4

Al 3
" A=W A > ﬂ [cm
1 10 102 » 103 : = AB-K,

B (mT)

+ With AB =0.24T, L=10 pH, |,,.=4.5 A, Al =11 Aand K, =0.0086,
an Ap of 0.24 cm? is required.
Core shape selection
Once we have the Ap (lower bound), the next step is to select the core shape.

The only important guideline is to choose a closed shape, not to have magnetic flux in the surrounding
ambient producing EMI.

Step 8: select the core shape better

» Acritical step for inductors and especially for flyback
transformers operating in DCM, because winding worse
loss is expected to be large. b

» The window should be as wide as possible to
maximize winding breadth and minimize the number
of layers. This minimizes ac winding resistance.

» For a flyback transformer, the wide window also minimizes leakage
inductance, and the required creepage distance when line isolation is
required has less impact.

» go for a E-E core

» For example, ferroxcube E 25/13/7, with 6-pin coil former, providing
A,=2910 mm

The other important guideline is to choose a core shape that provides a large breath b. It is advisable to
do so because, if we look at the image above, the smaller the breath the larger the number of copper layer
we have to use to get the desired inductance, and this is a problem because the larger the number of layers
the worse the proximity effect. If we increase the breath, at the same turn number we can reduce the
number of layers. In the example it is selected a double E core (E-E).

The most important characteristics of the core are the effective volume, the effective length and the
effective area, together with the area product, the average length of turn, the minimum winding width
(that is the effective breath of the bobbin) and the winding area.
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+0.8
Step 8: select the core shape D iy
-~—175°10
Etfective core parameters o
75 -
05
SYMBOL PARAMETER VALUE | UNIT ‘ i I -
Z(I/A) core factor (C1) 1.11 mm-! i 57405
Ve effective volume 2990 mm3 I "3 128 _8.5
la effective length 58.0 mm ! . '
|
Ag effective area 52.0 mm?2 T N
Amin minimum area 52.0 mm?
m mass of care half =8 g |
|
) 0
173 % .98y o | 75 0
{ 1 s LI§LTe ‘
N i T
1721004 27
@08 _l
v 1 1
%. Z ' SN
e s o7s* D!
el 9.8 17
wusenor | ione | M | avemo | e |
SECTIONS 5 WIDTH TURN Ae x Aw window breadth: 15.45 mm
(mm?) (mm) (mm) (mm#) X . .
| ; | = S o 200 window height: 3.60 mm

Once the core has been designed, we can compute the number of turns to get the desired magnetizing
inductance.

Primary turns calculation

Step 9: calculate the primary turns to provide the desired L

L, -Al

P A,-AB

Because N, was rounded down from 8.8 to 8 turns, flux density swing is
proportionately greater than originally assumed:

8.8
ORIG ° ? ~027 T

=8.8 -5 8 Turns

ABger = AB
Using the core loss curves with the effective flux density swing, a specific

core loss, P’ of 145 mW/cm? is obtained at T = 100°C.
The core volume is 2.99 cm?3, thus providing a core loss of :

[ P. = V.-P. ~ 430 mW ]

Rounding up to 9 is not a good choice. We can go for 8 or 10, otherwise we get a fractional number of
turns, since the turn ratio is 4.

If we choose 8, the price to pay is that we are choosing a number that is smaller than the target, so to
keep Lm at the same value we need to increase delta(B), and so larger power dissipation in the core. If
this increase in power dissipation is not acceptable, we have to go for 10 turns.

Delta(Beff) is 0.27, so B_cap = 135 mT, which corresponds, looking at the Pv vs B_cap plot, to a specific
core loss of 145 mW/cm”3, which is larger than the rule of thumb we used to check if the core was power
limited or saturation limited. To see if it is ok, let’s compute the core loss to see if it is acceptable.

Since the core loss is 430 mW, which is ok because the target power loss for the transformer was 2W.

If the power we would have got from the computation is not acceptable, we would have the need of
rounding to 10.
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Gap length calculation
Last calculation as far the core is concerned.

Step 10: calculate the gap length to achieve the desired L
Ae

g =K, Né . ~420um Note: fringing field has been neglected
m

A better estimation of the gap length including the fringing field correction,
brings to:

(4~ 468um

i

S
SIS 77 7

Gap area correction: ;
Because of the fringing field, the effective gap area is 2
larger than the core center-pole area.

An empirical approximation of the effective gap is

f— o —f

AP

obtained by adding the length of the gap to the e— a —
dimensions of the core center-pole cross-section. T
Agap

The inductance factor for a gapped core is dominated by the reluctance of the gap: Ar = u0*Ae/lg.
u0 = 4*p1*10"-2 H/m, and Ae is in m"2, not mm”"2.
However, this is not a good calculation.

The next step is to compute the primary side conductor size. First of all we need to understand which is
the window breath. The height h is the direction perpendicular to the breath. Furthermore, also creepage
must be considered.

Creepage and clearance

The clearance is the shortest distance in air between two conductors. The creepage is the shortest distance
between conductors along the surface of the insulating material, so the creepage is always larger than the
clearance. In general, in a transformer we need to respect some minimal creepage depending on safety
regulations.

Clearence Distance

Ceepage Distance

s

Primary second
Creepage haif

distance

Secondary
Tiiple insulation

Auliary

Primary first

0046
7

0000906

margin margin

half

Clearance is the shortest distance in the air between two conductors.

Creepage is the shortest distance to another conductor along the surface of the
insulating material.

In our case, we have to consider the creepage of 3mm on the two sides, as in the image.
Hence the available breath is not the total breath, but it is reduces.

As for the Irms, it has been already computed. For the selection of the copper size, it is
based on the maximum current density we might allow in the copper wire.




As usual, we stick to 500 A/cm”2. According to computations, we pick AWG#18.

Step 11: calculate the primary side conductor size

From Step 8, window breadth, b = 1.545 cm, and height, h = 0.36 cm.
A creepage allowance of 0.3 cm is necessary at each end of the windings.
Winding width is 1.545 minus (2 x 0.3) = 0.945 cm.

|D(t)‘
logme) = D_45A ool — = ———
P(rms) — 'P(peak) E - /L/
b -

(worst case: D=D

max = 0.9) g

« Primary conductor area for 500 A/cm? = 0.009 cm?
An AWG #18 wire would fit, but its diameter (0.1 cm) is about4 D, !

+ Possible solutions to mitigate proximity effects: Litz wire, multiple strands, foil.

+  We implement the primary with a copper strip (foil) 0.945 cm wide and 0.0127
cm thick (5 mil), 8 turns, spiral wound.

« Eight layers, including 0.005 ¢m (2 mil) low voltage insulation between layers
results in a total winding height of 8 x 0.0177 = 0.141 cm.

« Eight turns with mean length/turn = 4.9 cm results in a total winding length of
39.2cm.

As a conclusion, we can use 8 turns of AWG#18 wire to build the primary winding. In our case, the
diameter of the wire is Imm, so 8 turn occupy 8mm, which is ok also considering the creepage.

Again, this is not a good design because we are working at hundreds of kHz, and the penetration depth
due to skin effects (proximity effects(?)) is, in AWG#18, 1/4™ of the diameter, so most of the current will
concentrate in the internal wall of the wire, so we are wasting most of the copper due to proximity effect.
It is worse than the skin effect, because we are inside a magnetic core, so we have to consider proximity
and current is not distributed all along the surface, but just in the internal wall of the coper wire
(mezzaluna a sinistra del filo di rame).

To mitigate the proximity effects we can use different wires, or a copper foil. The height of the copper
foil will be equal to the available breath, 0.945 cm, and its thickness is chose so that the current density
is 500 A/cm”2. This is done with a thickness of 0.0127cm. The problem is copper foils are available in
discrete thicknesses, we cannot cut them.

How many layers of foil do we need?

We have to go for a spiral winding where one layer corresponds to one turn. Since we need 8 turns, we
have a spiral wound with 8 layers. But if we have 8 layers we might have proximity. In reality the
thickness of the foil is comparable with the penetration depth, so even if we have several layers, the
proximity effect is much lower than using a single layer of 8 turns of copper wire.

Secondary side conductor size

The first thing to do is to compute the rms value of the current that flows in the secondary side, and this
can be done with the relationship in the following image, where Is(peak) is the peak value of the
secondary current. In the worst case the maximum D = (.5, so the number under the square root is 1/6.

The peak value of the secondary current can be easily computed since the average current that flows in
the secondary side is equal to the output current. This means that the area of the triangle x divided by the
duration of the period must be equal to the output current, which in our case is 10A - (Iph*0,5Ts)/2Ts
= Io.

The Io comes from the fact that the average secondary side current must be equal to the output current..
The area of the cross-section of the copper wire should be selected in such a way that the current density
is typically around 500 A/cm”2 > AWG#12.
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Step 12: calculate the secondary side conductor size

f1 Tore 14 inft)
lsms) = lsipear) 3 T, N =17A Ispest) — — —)C — — — — &
NI PN
(worst case: D=D,,, ~ 0.5) 0l o=, 10y t
T,

» Secondary conductor area for 500 A/cm? =0.034 cm?
An AWG #12 wire would fit, but its diameter (0.213 cm) is about9 D!

« Therefore, we implement the secondary with a copper strip (foil) 0.945 cm
wide and 0.0406 cm thick (16 mil), 2 turns, spiral wound.

+ Two layers, including 0.005 cm (2 mil) low voltage insulation between layers
results in a total winding height of 2 x 0.0456 = 0.09 cm.

» Two turns with mean length/turn = 4.9 cm results in a total winding length of 9.8
cm.

However, there is a problem. The diameter of AWG#12 copper wire is 0.2cm, which is about 9 times
the penetration depth. We want to avoid this because we are wasting most of the area of the copper wire
due to the skin and proximity effects.

We can apply the same considerations done for the primary side, we can implement the secondary side
using copper foil, which takes the advantage of being much thinner. The section of the copper foil is a
rectangle with an A equal to the available breath, 0.9cm and a width such that the area of the cross-
section produces the needed current density of 500 A/cm”2.

We need two turns, so we will have a spiral with two layers because in a copper foil one turn is one layer.

The copper foil must be isolated, we have to consider an insulator layer between a layer and the adjacent
one, and this increases the height of the winding. The insulating layer has a thickness of 2 mil (50um).
In the end we get a total height of 0.9cm. We have to check that the sum of the height of the primary side
winding and of the secondary side winding is less than the height of the bobbin, otherwise we cannot
allocate the copper windings inside the copper.

The other important number is the total length of the spiral winding, which can be calculated by
multiplying the mean length per turn (MLT), which is provided by the datasheet of the core.

Transformer cross-section
Step 13: winding arrangement

3 layers 1 mil mylar spacer

¥ o 4

not to scale!

NOTE: winding build = 0.09 + 0.141+ 3-:0.00025 = 0.238 cm < window height.

+ If the windings do not occupy the entire available core window area, space the
windings away from the centerleg gap to mitigate fringing field effects (see top
right figure).
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Once we have selected the type of copper conductor (in this case the foil) and the number of layers in the
primary and secondary, we can understand the winding arrangement.

The white part of the transformer represents the primary side, the green on the
secondary side. Between the primary and secondary side it is always requested to
have an insulator layer, whose thickness depends on the safety requirements. The
real scaled image of the transformer should be something like aside.

At this point we have to check that the total winding height, which is the sum of the height of the primary
side, plus the sum of the height of the secondary plus the height of the insulator, is more or less the height
of the bobbin, because we have to confine the windings inside the bobbin. The total height of the bobbin
is found in the datasheet of the magnetic core.

There is a problem coming from the gap. In fact, the flyback converter has to store energy, so we need a
gap in the core, and the problem with the gap is the fringing field. The fringing field interacts with the
copper conductor and it produces eddy current losses inside the copper at HF, increasing the power loss.
There are some approaches to mitigate the fringing field, like the distributed discrete gaps, where we have
multiple gaps with smaller thickness. However, they cost a bit too much.

In principle, to avoid the fringing flux effect we should place the copper foil or the wires at a certain
distance from the gap, in general a factor 3 or 4, that is usually 1.5mm. Thus the fringing flux is mitigated.

If we are still not satisfied, we can include a spacer to further increase the total thickness.

If we introduce the spacer, we have to do two checks:
1. The total winding build plus the spacer must be smaller than the bobbin height.
2. With the spacer we are increasing the leakage inductance, so moving the winding away from the
core is increasing it, because we are increasing the magnetic energy that is stored.

WINDING LOSSES
This is one of the last steps, and to calculate them we need to compute the winding resistances.

Primary side winding resistance

Step 14: primary side winding resistance
» Split the dc and ac current components.

|
I =—22) =2 75A (worst case,D__ =0.5) /
‘ 4

IP.a:: = |I§(rms) _Ig“dc 2355A ; | }
* Primary side dc resistance: N . = i;
dec:pL:2.3-105<£:7.5mQ =)
' A 0.012 " =]

« Primary side ac resistance:
Dpey = 0.024 cm @100 kHz. B
Foil thickness =0.0125 cm - Q =0.0125/0.024 = 0.52.
Entering Dowell's curve with Q =0.52 and 8 layers > R, JR,. ~1.3

_ _ Note: for the sake of simplicity we are assuming
[RF‘-“ =Rpe1.3=10 mQ] that most of the ac current is concentrated in
the first harmonic (check!!).

In the windings it flows a triangular current, it is not a DC current. It has a peak value and a rms value.
This current must be known to understand the copper resistance, which comes from two contributions.
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The first one is the DC resistance, which is related to the DC dissipation. In the worst case, i.e. the base
of the triangle is 0.5Ts and the period is Ts, the average value of current is the area divided by the
switching period. Hence the DC value of the current is the peak value in the primary divided by 4 (a
factor 2 comes from the base of the triangle and the other factor comes from the area of the triangle
formula).

As for the AC component of the current, it can be computed taking the square of the rms value of the
current and subtracting from it the square of the DC current.

The rms value of the AC current is the summation of the squared rms values of the first component
harmonic, second, third and so on.

Ip,ac will be used to compute the power dissipation in the primary winding associated to the AC current.

The DC resistance is the resistivity of the copper times the length of the wire (or copper foil) divided by
the cross-section of the copper foil.

The AC resistance is computed considering the proximity effects. We have to use the Dowell’s curve; the
first thing to do is to compute the penetration depth at the switching frequency, which is 7.5cm/sqrt(f).
The foil thickness is 5 mil (0.0125 cm) and we can compute Q (ratio between thickness of the copper foil
and penetration depth). Since Q is smaller than 1 we don’t expect a strong proximity effect.

So we take the plot on the right, we enter in the computed Q, we go vertically until we intercept the curve
corresponding to 8 layers and we get the Rac/Rdc ratio.

If instead of using 8 layers of copper foil we had used just one layer with 8 turns of round wire, in this
case the round wire is AWG#18 and we would end up with a much larger Rac/Rdc ratio. This is a clear
evidence that 8 layers of copper foil are much better than a single layer of copper wire.

However, in our calculation there is an issue, because the penetration depth is computed at the fsw, that
is 100 kHz, but this is not correct. In fact, the waveform is not a sinusoidal waveform at 100 kHz, that is
the assumption to build the Dowell’s curves, but here the current is triangular, so we don’t have a single
harmonic, but multiple harmonics. With the calculation we did it is like considering only the first
harmonic.

This is acceptable if most of the power of the triangular waveform is concentrated in the first harmonic,
but this is not the case.

Primary side current spectrum in the worst condition

17
4.00

3.00 -

2.00

1.00

0.00 L A ‘Iw /\
0.00 0.20 0.40 0.60 0.80 1.00
Frequency (MHz)

@ Vin =V, =22V, D=D,_,=0.5

max —

2 ~2 May want to check the effect
Note: THD - YL ~06 > s

: of high-order harmonics

As expected, there is a DC component of 2.75, a first harmonic of 4 A (on the y axis we have the
amplitude) and second harmonic at a 200 kHz of 1.8 A and so on.
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In this situation, in principle we should consider the Rac/Rdc for each harmonic component and getting

different Q.

The simplification according to which all the power of the signal is in the first harmonic can be used
when the total harmonic distortion of the signal is small (the total harmonic distortion is the summation
of the square of the rms values of the harmonics divided by the rms value of the first harmonic). Ideally

it should be 0 if we have a single tone.

Secondary side winding resistance

Step 15: secondary side winding resistance
« Split the dc and ac current components.

le g =lo =10A
ls oo = /ey —leqe =13.7A (worst case, D=0.5)

« Secondary side dc resistance: w ;}

R., =pr=23.10°--28 _06ma ]

" A 0.038 » =

+ Secondary side ac resistance: ,
Dpen = 0.024 cm @100 kHz. e L 2
Foil thickness = 0.0406 cm - Q =0.0406/0.024 = 1.7
Entering Dowell's curve with Q = 1.7 and 2 layers > R, /Ry, =~ 2.5

_ ) _ Note: for the sake of simplicity we are assuming
[RS“” =Rse25=15 mQJ that most of the ac current is concentrated in
the first harmonic (check!).

It is the same calculation than in the primary side. Also in this case we need to check the second and

third harmonics.

Winding losses

Step 16: calculate the winding loss

* Primary side loss

_
pP,dc - IP,dc

P.

2
Pac =l

P.ac

‘R

P.ac

Ry, =56 mW

=126 mW

PP.tot = PP,dc + PRac =182 mW

» Secondary side loss
Plas= |§dc ‘Rg 4 =60 mW

S.de

=B, R

S.ac

P,

S,ac

S.ac

=280 mW

PS,tot = PS,dc + PS.ac = 340 mW

+ Total winding loss

Py =Poit +Psjor ¥ 522 mW
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TRANSFORMER LOSS
The total transformer loss is the sum of the winding loss (that is copper loss) and core loss.

Step 17: calculate the transformer loss and temperature rise
« Winding loss

P

w

+P... ~520 mW Might be underestimated!

=P S tot
Check the high-order harmonics

P,tot

- Core loss
P, =V.-P, ~ 430 mW
» Total loss

=)

TOT

=P, +P, =950 mW < 2W target loss
» Temperature rise
AT =P 'R, #28°C ©

Using the empirical formula R, =53-(V,)** [°C/W], where V, is in cm?

‘We notice that the copper loss is almost comparable with the core loss. This is not a coincidence. In fact,
if the design is a good design, we might end up in a situation where the copper loss are equal to the core
loss, because it is a situation that optimizes the total transformer losses.

Losses are important because transformer loss reduces the efficiency of the converter, and furthermore
the power dissipated by the transformer makes the temperature of the internal region of the transformer
to increase. We can use an empirical formula to compute the thermal resistance of the transformer and
get the heat dissipation. The delta of increase with respect to the ambient temperature is equal to the
total power dissipated inside the core multiplied by the thermal resistance.

Moreover, often the datasheet provides a thermal resistance that is higher than the one we can get from
theoretical calculations, so better to use the highest one.

In principle the design of the transformer stops here, but we might do something to improve the behaviour
of the transformer. We start by consider a simple technique to reduce the proximity effect and the leakage
inductance, which is the winding interleaving.

WINDING INTERLEAVING symmetry axis :

. . . . Primary  Secondary
We start by considering a simple transformer with a winding  winding
A simple two-winding ~ A

primary and secondary sides having the same number  tansformer example: core and P —
.. . indi tl .
of turns, so turn ratio is 1, so the current is the same on wineing geometry B
. . . . Rk Each turn carries net current i(1) ® ® ® ®
primary and secondary sides. The starting point is the i direction shown
one aside. ©e e
i |®@ e

1

There is a bigger flux, the mutual flux, that links the
primary and secondary sides, but also flux lines that are
linking into the window which generate the leakage i
flux, which is not completely linking the primary and

secondary windings.
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Mutual flux @, is large and is
mostly confined to the core Leakage flux

Leakage flux is present, which
does not completely link both
windings

®
¥ Y&
® ¥ 8 &

IMumal
‘ﬁux
Dy

Because of symmetry of winding
geometry, leakage flux runs
approximately vertically through
the windings

[0 0o ol
® ® ®

Due to the symmetry of the core and the symmetry of the windings we can say that the magnetic field
inside the window is parallel to the winding, in the same direction of the flux lines (bottom to top,
vertically).
We can calculate the magnetic field between the first layer of the primary and the second of the primary,
between the first of the primary and the first of the secondary and so on using the Ampere’s law.
|
Ampere’s law, for the closed path |
taken by the leakage flux line

illustrated: Leakage path
Enclosed current= 7 (x) = H(x)(,, - +

(note that MMF around core is O ‘ \

small compared to MMF through Enclosed | (
o o current | F(x) W

the air inside the winding,

because of high permeability of /

core
) H(x) 4+

i
We identify an amperian loop and then sum(H*1) = 1. Since the core is made by a material having a large
permeability, the H field in the core tends to be 0, so we basically have no field in the core and we can
write it just in the window region.

Let’s apply this concept to the previous transformer and we want to plot the magnetomotive force as a
function of x, the internal position in the window.

MMF Z(x) across the core window, Primary  Secondary
; o winding winding
as a function of position x

|
j

Enclosed current = 7 (x) = H(x)(,, g §\ § g
Leakage flux @ @ ® ®
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Mutual F(x)
©o®® “ﬂ”~" i 11 11 11 11
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The magnetomotive force starts from 0 because there is no magnetic field in the core but, as soon as we
slide the amperian loop inside the window, we have a magnetomotive force that is the number of copper
wires multiplied by the current that flows in each winding. So between the first and second layer of the
primary side we have 4*1.

If we move the amperian loop, current in the secondary is moving in the opposite direction, so
magnetomotive force is reduced.

In the end the flow of current in a transformer is such to compensate the magnetomotive force, that is
something expected because there is no gap in a transformer.

Instead, if the transformer is using a spiral winding we have a situation as below.

Winding layout Core

PR

Layer3 X
Layer2 &L

MMF diagram

Use Ampere’s law around a
closed path taken by a leakage
flux line:

f . ~
(m,— m.,) i= 4(x) MMF
VS F(x)

o/ [e][¢]

m, = number of primary !
layers enclosed by path 2

m, = number of secondary
layers enclosed by path

X

The primary winding builds the MMF
and the secondary winding reduces it
indamentals of Power Electronics, ch. 10 back to zero.

The analysis carried out so far was done at low frequency, so with no current concentrated towards the
surfaces of the copper foil.

Increase in frequency

If we increase the frequency of the current flowing in a transformer, we are basically inducing eddy
currents in the copper foils and the eddy currents prevent the penetration of the magnetic field inside the
copper and the current is concentrating toward the surfaces of the copper foils.

Flux does not

penetrate conductors (e QQ% %5 v B
Surface currents @ QQ% 04O @8 %@ Y

i 2i 27 31 3121 27 7 —i

cause net current MMr
enclosed by leakage ™Y
path to be zero when

path runs down

interior of a conductor - [ /—\
i — et
Magnetic field 0 A\ / \ .
strength H(x) within x
the winding is given oo Pore
by
Hix) = F(X)

i

w

4

ion
— = 250 -
E o i e
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This is a problem because the current density in the internal layers of copper can be quite large, with the
current density that reaches high peak values.
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Is there a way we can arrange the windings to avoid such huge build up of magnetic field or
magnetomotive force inside the transformer? Yes, interleaving.

INTERLEAVING

pri sec pri sec pri sec

ol || @ |®|] @&

i i i i

—

MMF |
F(x)

3i

2i

0 >
X

* Reduce winding losses by reducing magnetic field (or
equivently the mmf) seen by conductors in winding.

+ Beware - increased inter-winding capacitance!
We interleave the primary and secondary sides. Now we are not building up the magnetomotive force, it
increases but then it decreases immediately.

The price to pay is that we are increasing the inter-winding capacitance, which can be a problem in HF
applications.

Example of interleaving design

MMF e ‘ } MMF J K MMF
e ™ ~ - -
N e

NP -

of = of

* Field intensity H at pri-sec interface is reduced in proportion to
number of winding “portions,” m

We can think of splitting the primary and secondary sides in two parts and interleaving them.

The reduction we can achieve depends on the winding portion, which is the part of the winding that is
between two points where the magnetomotive force is zero. If we have two winding portions we are
reducing the magnetomotive force by a factor of 2. Three portions = factor 3 with respect to the non-
interleaved.

In the next image there is another example showing the distribution of the magnetic field strength in the

window but also of the current density. On the left it is not interleaved, we notice that current concentrates
in the surfaces and it builds up (x).
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~ High frequency
oc

Eddy current loss proportional to H2
= loss reduced by a factor m2

= m=2 is the most practical for
power transformers.

= not for flyback converters!
Currents only flow in the
primary or secondary windings

In a flyback converter, the current never flows simultaneously in the primary and secondary sides, which
is however fundamental to cancel the magnetomotive force. So the impact of interleaving in a flyback
transformer is much less than in a real transformer like in a forward converter.
However, interleaving is still suggested in the flyback converter because it allows to reduce the leakage

inductance.

We are interested in losses, which are proportional to the square of the current, and eddy current are
proportional to the square of H, so in principle in splitting the winding in two portions we have an

advantage m”2 in the losses, where m is the number of splits.
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Example 2
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Current density distribution Current density distribution
before interleaving after interleaving
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Current density distribution
before interleaving in FEA

Current density distribution

after interleaving in FEA
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LEAKAGE INDUCTANCE

We start by considering a transformer without interleaving. The red flux is the mutual flux that links the
primary and the secondary and goes around the magnetic core, but some flux lines are in the window,
and not linking all the primary windings and secondary windings, so we have some leakage flux that
introduces a leakage inductance.

* In a typical transformer, the flux symmetry axis .

generated by ac current excitation in I
the primary winding follows the { T

magnetic circuit and links with the
secondary winding.

+ Some flux will leak from the core and f
return to the air, winding layers, and ‘
insulator layers without linking the {

secondary windings.

* The partial coupling of the flux results h |
in leakage inductance.

For symmetry reasons we can consider the leakage flux to go vertically in the window so that we can
easily compute magnetomotive force inside the window.

We can compute the magnetomotive force (MMF) inside the window applying the same methodology
seen before, considering amperian loops. The result is in the slide below, where b is the breath.

symmetry axis ,

« Within the winding area, the leakage flux is
approximately parallel to the winding interface.

Apply Ampere’s law along the dashed path: b
MMF(x)=Hg, - (. +H, (X)-b = H, (x)-b=

J [HW(X) _ MMF(x) ]

b

: : Ny MMF(x)

» The total leakage inductance referred to the primary / ;

side can be calculated by the energy stored in the j

magnetic field, i.e., X —

h, h,
2 f H(x)?
IJ 'H 1 -2
X EW:&Q%dVZE'L'“'H )
energy approach

The MMF is equal to the current that enters the loop, so if the amperian loop is increased on the x axis,
MMF increases linearly and then decreases because current direction is the opposite.

Then we want to compute the energy stored in the leakage inductance, supposing the leakage inductance
in the primary side. It must be equal to the magnetic field energy store in the window. So if we can
compute the energy stored in the window, since this energy is associated with the leakage flux, this energy
must be the energy stored in the leakage inductance.

So we can write the balance x; the magnetic energy stored in the window must be equal to the magnetic

energy stored in the leakage inductance referred to the primary side.
To compute the energy stored in the window we have firstly to understand what the specific energy is

(energy per unit volume in the window).
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Inside the window we have two things, air and copper, and both are not magnetic
materials. Hence the B-H diagram inside the window is a simple straight line having
a slope equal to the permeability of the air.

The specific energy stored in the window is the blue area in the image aside, which
is %2 * B * H, with B = u0*H, where H is the H inside the window (Hw). This must be integrated over the
volume of the window.

If we can compute the energy with the volume integral, we are then able to compute the leakage
inductance.

NB: energy stored in the window is proportional to Hw”2, and the H field is proportional to the
magnetomotive force, so it is like computing the area of the orange waveform.

To solve the integral, we can consider the transformer in cylindrical geometry (bobbin) and the two
dimensions are lumped in the term MLT (mean length per turn, that is the average length of the winding).
‘What is left is the integral in the x dimension.

DMET- 1o iy (xydx
0

symmetry axis

Mo -Hy/?
By = JI=o+=dv =

Vi

where MLT = mean length per turn of the windings

» Considering a triangular MMF profile:

h i .
iy -b-MLT - [H,, (x)2dx hot
— 0

ney MMF(x)
Lyt = 2 = / 3
i |

——

Mo -N; -MLT - (h, +h,) h, h,

3.b H(x)?
x —

In the result, h1 and h2 are the heights of the primary and secondary windows.

Important notes

The leakage inductance is proportional to the window breath b, and the larger b the better, because we
are decreasing Llk. Furthermore, it is proportional to the square of the primary side number of turns and
linearly on MLT and hl + h2.

LEAKAGE INDUCTANCE REFERRED TO THE PRIMARY SIDE

We have to start from the initial model of the transformer, where we added a leakage inductance on the
secondary side. But the leakage inductance on the secondary side can be moved to the primary side
multiplying it (L12) by the square of the turn ratio.

Then, if the leakage inductance that is moved to the primary side is much smaller than the magnetizing
inductance, we can move the transferred inductance before the magnetizing one, as in the image below.
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Ideal transformer
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* L, is (approximately) equal to the measured inductance of the primary
winding with the secondary winding shorted.
So the total leakage current referred to the primary side is the leakage inductance of the primary side plus
the moved inductance of the secondary side.
The previous formula for LIk1 can also be used for L12 simply changing n1 with n2. The ratio between
LI12 and LI11 is the square of the turn ratio, as expected.

LEAKAGE INDUCTANCE IN THE FLYBACK CONVERTER
» Leakage inductance overvoltage

When the power MOSFET is turned off, there is a high voltage spike on
the drain due to the transformer leakage inductance. This excessive
voltage on the MOSFET may lead to an avalanche breakdown and
eventually failure of power MOSFET. Therefore, it is necessary to use an
additional network to clamp the voltage.

[ ]
Vin Ln 3}

/—\\,7 SNUBBER

ORIGINAL -
WAVEFORM

J’Jﬂ > Vas

In the image it is present the total leakage inductance referred to the primary side. We want to understand
what happens when we turn off the switch. Indeed, there are 2 main impacts of the Llk on the normal
operation of the flyback converter:
1. If we don’t do anything, every time we open the switch the switch may enter the breakdown
(overvoltage problem).
2. The presence of Llk will steal energy from the magnetic core and so not all the energy stored in
the magnetic core during the Ton is transferred to the output during the Toff.

Lik1 Z%Md

VOLTAGE (VOLTS)

Overvoltage

Let’s assume that the switch is initially closed and the current in the primary side has reached a peak
value at the end of Ton = DTs. At this point we open the switch. The primary current is also flowing
through the leakage inductance, so we have energy stored in the leakage inductance and when we open
the switch, energy cannot disappear. If the switch is ideal (infinite breakdown), there is still a parasitic
capacitance between drain and source, Cds. When we open the switch, the Cds initially is discharged
because previously the transistor was on. However, there is energy stored in the leakage inductance.
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If we measure the v_ds(t) of the switch we see an oscillatory response as in the previous image.
Resonances are damped because we also have parasitic resistances along the switch path.

The Lm is not entering into play in this transient because as long as there is energy in the magnetic core,
the voltage between its nodes is clamped to Vo*nl1/n2.

At the end of the transient, the steady state value of Vds is Vin + Vo*nl/n2 (inductor is a short circuit
and capacitor is an open circuit).

The problem is that the mosfet is not ideal, it has a limited breakdown voltage, and if this voltage is
smaller than the peak voltage reached due to resonances we have the breakdown. So we need to check
that the maximum voltage reached during the transient is smaller than the breakdown voltage BVdss.

There are several possibilities to reduce the overvoltage. One possibility, that is not suggested, is to
introduce a snubber network increasing the capacitance between the drain and the source, and we get the
dashed curve. The typical solution is the introduction of a clamp network.

Clamp networks

Zener clamp or soft clamp, made of a parallel RC instead of the Zener diode.

The Zener diode is connected between the drain and the input voltage, so in parallel to the primary side.
There is also a standard diode back-to-back with the standard diode because if we turn on the mosfet and
we don’t have the standard diode we have a current across the Zener (forward bias), so a short to ground.

S
P K

JE—. Vds

O

ORIGINAL S
WAVEFORM

VOLTAGE (VOLTS)

ZENER SOFT = 1, TIME (usec)
CLAMP CLAMP

When the switch is turned off, the voltage increases but, as soon as Vds is larger than Vin + Vzener, the
Zener diode starts to be conductive and clamps the voltage. Of course, Vin + Vz < BVdss.

We can draw and equivalent circuit during the avalanche, i.e. when the Zener diode is active. The
magnetizing inductance is shorted by a voltage generator because as far as there is energy in the magnetic
core the secondary side is pushing current in the diode, so we are reflecting a Vo on the secondary side
as Vo*nl/n2.

Vin Clamp Diode

Q / forward recovery 9/

B T ’ o Ovenimz
Leak. Inductance T =
- demagnetization Vspike ) -
§Lm VoN1/N2 J--MM—— L V& ¥ e i
+ /
D2 4 Leak. Inductance resonates

* Transformer b
demagnetised| .
sscondary sids Vo NyNg ] -Tr
__________________________ - vds oN

N . - Current flows at the
W oenER with drain capacitance

%Lm "1 x L, (05)= Ter (Va —Voly
Prim. Inductance resonates " i S
with drain capacitance i
DH1 oV Vin L (,.) = IP — (V} 2V "’/”L> /J
s OoN OFF “un J I \/

If we assume that we are at the beginning of the transient and the mosfet is off, there is still a downward
current in LIk1 that is Ipp (I-peak-primary, that is the current flowing in the Zener diode).
This current goes through the diode loop producing a voltage drop of Vz on the Zener.
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The voltage across the LIk1 is Vz — Vo*nl1/n2 downward.

If this voltage is positive, so if Vz > Vo*nl/n2, and this must be true, the LIk1 is discharged because we
are reducing the initial current Ipp. Since we are applying a constant voltage, current is decreasing
linearly.

As for the voltage Vds (right plot), once the switch is opened, it skyrockets up to the value Vin + Vz, then
it stays constant for a time t_avalanche in which the Zener diode is avalanching and it is the time needed
for the energy stored in the leakage inductance to be removed.

It can be computed from the i_LIk(t) formula putting i_LIk(t) to 0 and solving for t_av.

r\/ = _v_—zf"' L-‘.V\
LY
Ve — Verr s

-

There is another thing to compute, which is the energy dissipated y the Zener diode. As long as the diode
is avalanching, the voltage across it is Vz and there is an instantaneous current and so the power is Vz
multiplied by the current. We integrate this instantaneous time over the avalanche and we get the total
energy dissipated by the Zener during the on-off transition. The result is the following.

= LL&'I,,:
TR Ve - Veldy

It is not simply the energy stored in the leakage inductance, but there is a correction term. The larger Vz,

the closer the total energy dissipated by the Zener to the energy stored in the leakage inductance.

However, if Vz and Vo*N1/N2 (reflected output voltage) are similar, we are dissipating an energy that

is larger than the one stored in the leakage inductor. This energy comes from the magnetic core, so we

are stealing energy from it. This is a problem because part of the stored energy is dissipated.

Then, once the t_av is over, the current in the leakage inductance reaches 0 and the voltage collapses to
Vo*N1/N2. However, due to the parasitic capacitance that is connected between the drain of the switch
and ground, we have some resonances with a natural frequency of 1/sqrt(L1k*Cpp).

The voltage across the magnetizing inductance stays equal to Vo*N1/N2 as long as there is energy stored
in the magnetic core. When the energy is finished, the voltage between drain and source collapses back
to Vin, because there is no more current in the magnetizing inductance and no more voltage across the
Lm and no more voltage across Llk and so the final Vds is Vin.

However, we have slow resonances x that occur due to the interaction of the magnetizing inductance and
the parasitic diodes (Lm >> LIk1).

Current waveforms

Ipeal
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i_D is the diode current and i_z is the i_leak. In an ideal flyback converter I would expect that when the
switch is turned off the ideal diode current Ipp increases instantaneously up to a peak value that is
Ipp*N1/N2 and then reduced linearly. i_D is the drain current, that has up to a peak value of Ipp.

This is what we expect in the ideal case. However, due to the leakage inductance and the clamping
network, what happens is that the current i_d, so the current in the secondary, doesn’t step up vertically
instantaneously, but it increases linearly until it reaches a peak value, and the duration from the zero
point to the peak is exactly the duration of the current in the Zener diode (t_av).

Due to this transient, the peak current in the secondary side is smaller than the ideal peak current, and
this is the consequence of the ‘energy stealing’, not all the energy stored in the magnetic core is transferred

to the output.

Adverse effect of the leakage inductance

+ The leakage inductance L, does not participate to the
primary/secondary energy transfer.

* When the transistor opens, ||_IM is routed to the zener diode
transforming the leakage energy into heat.

« L, delays the primary to secondary energy transfer (by At) until its
current has dropped to zero.

» L, diverts a substantial amount of the stored energy. To account for it,

the primary current will be higher, forcing you to design a larger core

transformer.
We can see the adverse effect with a simple KCL at node x. il is the current reflected to the secondary
side producing i_D.
During Ton il is zero, while i_m and i_lk both increase with a slope Vin/Lm. The most interesting point
is y, where I turn off the mosfet: the i_lk decreases with a high slope, and at the same time, due to the
KCL, il is increasing. However, the red line i1 doesn’t reach the ideal peak value Ip, but due to the finite
slope, the peak value of the diode current is Ipx. The ratio between the real and ideal value is in the blue
box. The larger the ratio, the less the energy stored during the Ton is transferred to the secondary side >
the larger the Llk1 the worse the loss. Instead, the larger Vz with respect to Vo*N1/N2, the better.

Problems

The leakage inductance doesn’t participate to the primary/secondary energy transfer, the energy stored
in Lm during the Ton is lost, but not only this, during this time period we also have some energy stored
in the magnetic core that is stolen and dissipated on the Zener diode. If this happens we have a problem
because the flyback converter is working with a limited efficiency.

LEAKAGE INDUCTANCE MINIMIZATION
Leakage inductance is a function of winding geometry, number of turns and separation between primary
and secondary.

- Minimize the separation between the primary and main secondary winding(s).

- Interleave the primary and main secondary. It also reduces the proximity effects.

- Select a core with a long and narrow window.
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Interleaving effect on leakage inductance

N3 2n4/3 2ny3 nyf3

B b

01l MMF(x) a
neif3 MMF()

- Y
Lwz bwi X -nyigf3 e

H(x)? _A A A

X
x e

In the image we have an interleaved winding with 3 portions, so the peak magnetomotive force is reduced
by a factor of 3, and the energy stored in the window is the sum of the three red areas, much is much

smaller than the total area.

Energy storage in leakage proportional to H2
= each interleaving portion can reduce leakage energy

Leakage drops in proportion to H?, i.e. to m? m = number of winding

= 1 step of interleaving, m = 2 “portions
Lieax/4

= 2 steps of interleaving, m =3
Lieax/9

However, extra gaps ¢ between windings limit leakage reduction
* In practice m=2 = ~L g,/2

Beware - increased inter-winding capacitance!

General formula for Lleak calculation
» General formula to estimate the leakage inductance*

iy -NZ-MLT-(zh+33c) 1

L = ——
leak 3 . b m2

N = number of turns in the winding to which the
leakage is referred khys ko hy s khy»
* MLT = Mean length per turn of the windings x
« 2h = sum of the heights of all winding layers
« 2Z¢ = sum of the heights of the spacing gaps
between winding layers P S =]

* m = level of interleaving (number of winding
“portions”)

« b = bobbin winding breadth (width of the
winding layer)

¢ is the spacing between adjacent windings

due to the presence of the insulator. We have a factor of /3

for the h and not for the ¢ because the MMF increases linearly in the winding and it stays constant in the

insulator layer.
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We can also say that Lleak is inversely proportional to the frequency. This because the higher the
frequency, the less the magnetic field strength is able to penetrate the copper, so we don’t have magnetic
field strength in the copper at HF and so when we perform the integration we don’t have much magnetic
field in the copper, so the integral becomes smaller and Lleak decreases with the increase in frequency.

Leakage inductance reduction — example

symmetric symmetric symmetric
| | |
| | |
| | |
| | |
| PPRPRP | 3 | 13 | i | pHelelelrle
| eeeRee | LB ook | ] e8®
| | |
| | |
| I |
| core | core | core
| |
(a) (b) ! (d
High
m ) MMF
Low Case-A Case-B Case-D

Fig. 4.10 FEA simulations results of /7 field in the window area

INTERLEAVING IN FLYBACK CONVERTERS

In general it seems useless in flyback converters because current either flows in the primary side during
the Ton or in the secondary side during Toff, there is no simultaneous flow of current in both the
windings. This is true but not exactly.

The working mode of flyback type transformers is clearly different than the
one in conventional transformers. The main differences of these magnetic
components can be summarized as follows:

« There are two magnetic roles: energy storage when the switch is on and
energy transfer when the switch is turned off.

« Primary and secondary currents occur sequentially, not simultaneously as
in a true transformer. Therefore they do not cancel.

» When current is flowing through one of the windings, there are very
important induced currents in the "open“ (passive) windings that should
be accounted for losses calculation.

- The effects of the application of interleaving techniques in Flyback
transformers are different than in Forward type ones.

Interleaving or not the flyback is still a debated question. We can try to investigate its impact as long as
copper loss and leakage inductance are concerned.

Copper loss
No effect in DCM in reducing the HF resistance to reduce copper losses, but in CCM it reduces the
copper losses.

Leakage inductance
The concept of Lleak in a flyback makes sense when the mosfet is turned off, and around the turn off
transient of the mosfet the current flows simultaneously in the primary and secondary sides.
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Since we have simultaneous current and we want to minimize Lleak, it makes sense to interleave.

Copper loss

» Interleaving the windings in flyback converters working in DCM has little
effect in reducing HF resistance [1,2].

« Interleaving the windings in flyback converters working in CCM has a
stronger effect in in reducing HF resistance (the dynamic MMF must be
considered) [3, 4].

Leakage inductance

+ The definition of leakage inductance in flyback transformer makes sense
only during the commutation of the main switch, when primary and
secondary current flow simultaneously.

» Depending on the transformer type, the leakage inductance can be
reduced more than twice if interleaving [5].

FLYBACK WINDINGS DESIGN
The original design of the transformer is replaced with a new design which uses the interleaving.

» Interleaving is recommended to reduce the leakage inductance.

« Downside: interwinding capacitance is increased (can be easily calculated)

Interleaved flyback windings

» primary: copper strip 0.945 cm wide
and 0.0127 cm thick (5 mil), 8 turns,
[ 1.1 spiral wound

« secondary: copper strip 0.945 cm
wide and 0.0406 cm thick (16 mil),
2 turns, spiral wound

« isolation: 3 layers 1mil mylar

+ Leakage inductance estimated using the method reported in slide 85 is
70 nH (primary side)

» Possibly move the windings away from the center leg gap in order to
reduce the fringing field loss.

The 8 layers of the primary are split in 4 and 4 and in between we put the secondary side. The drawback
in doing this is that we need to introduce another insulation layer which produces a larger height of the
windings, so the advantage of interleaving is partially compensated by the increase in height of the
windings.

OUTPUT CAPACITOR SELECTION
We have to understand which is the current in the capacitor, which is the diode current shifted down by
the output current.

The most important contribution to the ripple in the output capacitor comes from the ESR if we are using
an electrolytic capacitor, and so we can pick up the capacitor considering the ESR alone.
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Step 18: output capacitor

Neglecting the capacitive ripple:

AV, =ESR-Ai, =ESR Iy,,, <100mV = ESR < 2.5mQ

For instance, use 10 Sanyo “10SVP330M” OS-CON capacitors in
parallel (C=330uF, ESR=17mQ, rated ripple current=3.95A..).

Cror = 3300WF, ESR;or = 1.7mQ

u: AV, =AV, + AV, » 74mV

CONTROLLER DESIGN

Step 19: closing the feedback loop (voltage mode control)

V..(s)=0 1 He) o) 1Ve(s) 1 d(s) e Vo(s)
f[ J: Vi
________ gA+ PWM Flyback
compensator
In DCM: s
Vo(s) 1+2 f 1
= _“nh =———=28KHz
Culs) = =Gl =5 ESR G
+—
271'.fp
v 2 1
_Vo(0) _ R f= -
G.(0) = 30) = Vin T * 2n-R-C =n-R-C

We have the classical block model with the difference that instead of the buck model we have to plug in
the flyback model, the other blocks are identical.

The flyback is working in DCM and so we are loosing a pole, no more a c.c. pair of poles, and also the
RHP zero, so we have just the zero due to the ESR of the output capacitor.

The problem is that God(0) depends on the input voltage, which is not constant.

Note
¢ Gyy(0) depends on Vi
+ the pole frequency, f,, is fixed:
»with I, =10 Awe have R =0.5Q, giving f, = 193 Hz

[Gea(s)|

[Goal 0N —
-20 dB/dec

©
5 Mf

x
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Zero and pole frequencies are instead fixed.

CONTROL TO OUTPUT T.F.

It is the God multiplied by the t.f. of the PWM. We have to pick the controller we want to use, i.e. the
IC integrating the PWM and the driver for the switch.

Control-to-output transfer function

S

- 1+
V,(s) G_,(0) 2nf
G ="/ _-G .G — —od\ "/ z
(9= 5 gy = Oul) Cule) =75 P
2n&

For instance, V,,=2.5 V for a UC1524A controller. Therefore:

_¥(0)_Vy [R
v.(0) V,\2L_ -f

m s

Goc(0)

=0.2V,

[)‘v Goc(0)|max =7.6 for VIN=VINmax]

> Gyc(0) =44 for Vis=Vinmi

In this case the internal PWM generates a sawtooth waveform with a peak value of 2.5V.

CONTROLLER DESIGN
1
' N LG
iGoc(‘O)l N

= |Ge(s)|
Ge(0 S { i
vy $1G0) 5 Qf .
f Goc(s)| Nag

N~

Simple first-order low pass compensation network

» compensation pole used to cancel ESR zero

« set the crossover frequency (0 dB loop gain) at the desired

value (f, = /5 = 20 kHz) by adjusting G(0)
We start from the God(s) t.f. that we have to compensate in order to obtain a well-behaving loop t.f., i.e.

with a constant rolloff of -20dB/dec crossing the 0 dB axis at the desired crossing frequency.
In order to compensate the Goc we are using a simple LP filter t.f. with a gain at 0 Hz and a single pole.
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GBWP =1, = G,(0)- Gy (0)-f,
b

H--teeeneeed

> Worst condition for for  G,,(0)=G,.(0)| =76

max

» Using GBWP G.(0)<13.6=227dB
Goo(0)  =7.6=17.6dB
[fcm ~ G, (0)-Gog(O)]  F, < T30 - 20kHz] 0c(0),..,
5 L) —40.3dB

There is just one problem, that is that the starting function to be compensated, the Goc, is not fixed, so
we have to identify the worst condition and compensate the Goc in the worst condition.

If Goc(0) moves up and down, the loop t.f. moves up and down accordingly and the crossover frequency
left and right. We have never to overcome the target crossover frequency, especially if we are using an
aggressive design putting fc at 1/5™ of the switching frequency.

In the end we get a loop t.f. with a magnitude of 40dB at LF. Is it good enough?

Controller implementation

+ Compensation network
|Gets)]

fo=feesr \

_R2 £ 1

GC(O)_E zESR:m

+ Use for instance:

> Ry=28ka (I‘;Aoarlwii\gzp;gecond
> Ry=28ka capacitor in series
> R,=39kQ with R
» C=150pF 2

RbD is entering into play only in DC to set the output voltage thanks to the voltage partition with R1. The
position of the pole must be such to compensate the zero.

If we are not happy with the result, we can introduce a capacitance in series with R2 introducing a pole
in the origin and so a loop gain at LF.
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L(s) Bode Diagram

. 40 V=38V
3
Y
g% fo=20kHz
5
s 0 v
z ]
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E :
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@ i
g 60 P~ 90° |
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i
-90 -
102 10" 10° 10’ 10%

Frequency (kHz)

If we decrease Vin the crossing frequency and so the closed loop BW is reduced. Furthermore, the ESR
of the capacitor in the compensation network is not stable, it depends on the temperature.

FINAL CHECK

Step 20: check the minimum value of the duty cycle

From ~e-p | R ,weget (D = Vo 2mesz29%
Vo, \2L.f V. _\{nR

m'S INmax

What is the effective efficiency?
We started our design by guessing it of 84%, and we can compute it now considering the main
contribution to the losses. The diode was dissipating 6W, the transformer 1W, the switch IW. A total of
8W is dissipated, the output power is 60W and so eta_eff = 86%.
It is slightly bigger than 84% but we don’t have to iterate the design for two reasons:
1. Still good value
2. If the effective efficiency we are measuring at the end of the design is larger than the target one
and the guess, there is no need to iterate, because it means that the flyback will work, in the worst
condition with a Dmax < 0.5%.

However, if the final efficiency is smaller than the target or the guess, then in that case we need to re-
iterate the design or we run the risk of working in CCM.

To increase the efficiency, we can do a lot in the diode, which is quite lossy = synchronous rectifier
instead of a diode, or we replace the diode with a mosfet so that the Rds,on is smaller.
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CURRENT PROGRAMMED CONTROL

It is a control modality that is much more robust than the voltage control and commonly used today.
Let’s consider a buck converter working in CCM.

In voltage mode control we are measuring the voltage across the capacitor, that is the output voltage of
the DC/DC converter, this voltage is compared with a reference, the error is amplified and the amplified
error is used to determine the DC at which the converter is operated.

As for the current mode control, we are controlling the current that flows in the inductor and we can do
this in several ways. In the following, we won’t be controlling the average current but the peak current
that flows in the inductor.

Since we want to control the current in the inductor, we need to measure it. In the example the current
is measured in point x. It is the same current in the inductor when the switch is on during Ton.

Buck converrer

_____-I_‘__- it .
T - The peak transistor current
@ replaces the duty cycle as the
e X CeR ek converter control input.
Measure L ~<1,_|
switch i)
current
Clock Control signal
Eﬂ ;[—1—- I (1)
ijr’l,lRf I—y_ 5 Q i
m Switc)
R ' g (.'im{m!
y i(t)
i(OR; comsor Latch
Control

Current-programmed controller 0 dar, T, t
| )

Transistor |
ator ‘_? v(t)

status: | on i off
Conventional output voltage controller

damentals of Power Electronics 1

input

Clock furns Comparator turns
fransistor on fransistor off

Chapter 11: Current Programmed Control

This current, called i_s(t), is multiplied by a resistor obtaining the voltage i_s(t)*Rf. This voltage is fed to
the non-inverting input of the comparator. The inverting input of the comparator has a control voltage
v_c in applied. The control voltage v_c can be expressed as the product of a control current i_c(t)*Rf. In
principle the comparator is comparing the voltages, but since Rfis the same, we are comparing the control
current and the inductor current.

The shapes of the switch current and control current are reported in the plot on the right. The
implementation of the peak current mode control, also called current programmed control, is very simple.
We need to use a comparator to compare the i_s and i_c, a clock generator to generate a sequence of
pulses at a frequency fs or at a period Ts and a simple set-reset (latch) flip flop.

When the clock generates a pulse, it is applied to the Set input of the flip-flop, so the Q output becomes
high. At this point, the Q signal is a digital signal, then we have a gate driver and the mosfet is turned on
in the plot, we are moving along the line y. So at t = 0 there is a clock pulse applied to the S producing
the turn on of the power mosfet which makes the current to ramp up very quickly up to a point that is the
inductor current immediately before the turn on of the switch. In fact, the converter is in CCM, so the
current in the inductor is continuous, it never crosses the 0.
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Then the mosfet is on and the current increases with a slope m1 = (Vin — Vo)/L. We are also assuming
that everything is ideal.

Hence the singal i_s(t)*Rf increases up to when i_s becomes equal to i_c, or the sense signal becomes
signal to the control signal, that is the same thing.

At this point, the output of the comparator becomes high and it is applied to the R input of the flip-flop,
making Q = 0, so the mosfet is turned off and the current i_s immediately drops to 0, because we are
measuring the switch current, not the inductor current. The Q remains zero until the next pulse generated
by the clock occurs and it is applied to the S.

By doing this we are controlling the peak value of the current that flows in the inductor. In fact, if the
control signal i_c is increased, the current i_s would increase more, so the D is increased so that the peak
current in the inductor matches the control current.

If we assume that i c signal varies slowly with respect to the time period Ts we can very easily assume
that the peak current value in the inductor follows perfectly the control current, switching period after

switching period. This is the point of strength of this control modality.

In fact, by doing this we are forcing the current that flows in the inductor to be equal to the control current
i_c, so we are transforming the inductor into a simple voltage controlled current generator. The current
i_L of the inductor is proportional to the control voltage v_c. Hence using the inner current control loop
we are forcing the current that flows in the inductor to be proportional to the control signal. The
proportionality factor is Rf.

The advantage is that the inductor is no more an inductor, but a voltage controlled current generator. If
we look at the circuit, the state variables are the current in the inductor and the voltage across the
capacitor, so in principle the Goc has two poles (two state variables). However, if we use the internal
current loop, we are forcing the current in the inductor to be proportional to the control voltage, so we
are loosing a state variable and the dynamic of the converter is reduced from a second order dynamic to
a first order dynamic. This has a great advantage.

If we use a peak current mode control, the following is the model of the inductor.

Tt
The current i_L. coming from the inductor is fed to a filter Gf which is a simple parallel of C and R,

producing the output voltage. If we want to control the output voltage, we measure it, we compare it
with a reference voltage and amplify the error with a compensator, which produces the control voltage.

e i
'OZE__JE [
e
er -
mmed Control Veer

This loop is represented by the pink part of the circuit in the previous slide. So in the end we have a
multiloop system; we have an inner loop with a large BW, comparable with the switching frequency,
and a slower external loop. The inner loop regulates the current that flows in the inductor, the outer loop
regulates the voltage across the capacitor, so we are regulating both the state variables in the buck
converter.
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The advantage is that Gf'is a simple LP filter, so the duty cycle to output t.f., so the control to output t.f.,

is going to be a simple first order t.f., which is very easy to compensate without the need of a type III
compensator.

SIMPLIFIED MODEL

In reality, the inner current loop splits the c.c. poles of the buck converter, one pole is moved to LF and
the second one to HF where it doesn’t have any practical effect, so the final dynamic can be considered

as 1* order.
RN A T AR ] BE

T = Gl AR (1roke)
—{E 'Zg (1+2R.c)

(Ll'

The control input v_c acts on the voltage-controlled current source. We can write the control to output

t.f. Goc(s). The Goce(s) is a simple first order t.f. having a negative zero and a negative pole, of course in
the assumption R1 >> Rc.

From a practical standpoint, compared to the voltage mode control, in a voltage mode control we
typically have to use a type III compensator, especially if the ESR of the output capacitor is minimal. But
this is not needed in current mode, we can use a simpler type II.

VoL T Now g = VURR. Mo p

The advantage is that the Goc is a simple t.f. having a pole and a zero, so if we use a simple type 11
compensator which has a pole in the origin, a zero and a second pole we can place the zero of the
compensator at the pole of the Goc and the pole of the Gc at the zero of the Goc ending up with a perfect
L(s) having a constant rolloff of -20 dB/dec.

All we have to do is to regulate the mid-frequency gain of the compensator in order to regulate the
crossover frequency.
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Figure 3. Required Error Amplifier Compensation for Continuous Inductor Current Designs

In principle, we can also use a simplified type II compensator where we drop the C1 capacitor of the
previous image, having thus no pole at low frequency, so also at LF the L(s) gain is flat, so we need to
check if it is sufficiently high to grant load and line regulations.

The current mode converter is not used just in DC/DC converter, but it is also used to control brushless
or DC motors, eventually with 3 or 4 nested loop, always with an internal control loop.

CURRENT MEASUREMENT

Current is typically measured by putting a shunt resistance in series with the inductor. Of course it must
be placed correctly; in the incorrect approach, it is before the inductance so we would end up with a
current signal with a large swinging common mode, which we want to avoid. So the sensor resistor must
be between the inductor and the output.

INCORRECT CORRECT
Vi Rsense V2 Vi Rsense V2
W1 e Y W1t
— +Vs - == +Vs -
. ]l 4 . =
VF T 3 VE E
+ -
CMR: -VETO Vin L CMR: VoTO (Vo+Vs)
Vi
Vin 4
/ | T ~ — —— W
Vt e — T — v?

CORRECT ONLY IF UC38s8é
GND=GND A: NOT RECOMMENDED

LYTL

ViN—) §T
= |

VF e
+
Rsense

o ] ]
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Pros and Cons
Advantages of current programmed control:

- Simpler dynamics: inductor pole is moved to high frequency.

- Simple robust output voltage control, with large phase margin, can be obtained without use of
compensator lead networks.

- It is always necessary to sense the transistor current, to protect against overcurrent failures. We
may as well use the information during normal operation, to obtain better control.

- Transistor failures due to excessive current can be prevented simply by limiting i_c(t).

- Transformer saturation problems in bridge or push-pull converters can be mitigated.

- Intrinsic feedforward compensation. In a peak current mode control we are not directly setting
the duty cycle D; the D at which the converter is working is indirectly set by several parameters
like the control current i_c, the current in the inductor and the input and output voltage in the
slope term m1. Hence the resulting D in a current mode control is not directly proportional to the
control voltage like in a voltage-mode control.

The consequence is that if for instance we assume to have a step variation of the input voltage,
the slope m1 of the current will increase. But if we increase the slope and keep the same control
current i_c, the D is automatically reduced, compensating the variation of the input voltage. So
the output voltage stays constant because the input voltage variation is absorbed by a reduction
of the D.

Disadvantage: susceptibility to noise. In fact, the real waveform i_s is Ve
noise with spikes when the mosfet is turned on, and this is due to small

Slope
parasitic inductances in the high current path. The spikes can be high °mpensation
and overcome the control voltage. This can be counteracted with a lowae
blanking filter.

However, the major disadvantage are the intrinsic oscillations that occur at D > 0.5. The controller will
become unstable for D > 0.5.

Comparison between voltage-mode control and current-mode control

In the plots we have the Goc for a buck converter working in CCM and DCM, modulus (top) and phase.
There is a big difference in CCM (couple of c.c. poles) and DCM (single pole) in the voltage mode control.
So if we have to design the voltage control loop for a controller that has to work in DCM and for any
reason the buck converter starts working in CCM, the converter will very much probably become
unstable, so it is difficult to design a control loop to have stable operations both in DCM and CCM with
voltage mode.

However, in current mode control it is little difference in the Goc for CCM or DCM operations.

20 1 20

Voltage-Mode CCM

04 Current-Mode CCM

Current-Mode DCM

-20 -20

Voltage-Mode DCM
-40 4 -40

Gain (dB) Gain (dB)

-20 -20 4
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Current-Mode CCM

-60 -60

Current-Mode DCM

-100 Voltage-Mode DCM -100

-140 <140

Phase (deg) Phase (deg)

180 > -180

100 1000 1% 100k 100 1000 10k 100k
Frequency (Hz) Frequency (Hz)
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D>0.5

* The current programmed controller is inherently unstable for

D > 0.5, regardless of the converter topology

» Controller can be stabilized by addition of an artificial ramp

Objectives of this section:
« Stability analysis

» Describe artificial ramp scheme

Why is the converter unstable for D > 0.57

Let’s start by considering the converter working in CCM and the steady state current flowing in the

inductor (all transients are over).

Inductor current slopes m,
and -m,

buck converter
v, -y

m, = —m,=—"

L L
boost converter
v, v,—v
_Y _'e
m, == m, =
L : L
buck—boost converter
v
_ Y _v
m, = - —m, = -
'L 2L

The black bold line is the inductor current. During the Ton = DTs the current increases with slope m1,
and during Toff the slope decreases with slope -m2. m1 and m2 depend on the converter topology.

M1 and M2 relationship at steady state
First interval: i (1)

i(dT,)=1i,=i(0)+mdT,

Solve for d: i,(0)
d= l‘c — iL(O)
m, T,

Second interval:
if(T,)=i,(dI,) — myd'T,
=i (0)+mdT, —m,d'T.
In steady state:
0=MDT,—M,D'T,
M. D
v, D

Hll

—my ~=1,(T,)

dT, T 1

The balance to verify is that delta(i+) = delta(i-). d’ = 1 —d.

NB: M2/M1 = D/D’ for any converter topology.

Perturbated inductor current waveform

The one that starts form I_LO is the steady state waveform. At t = 0 we apply a step perturbation to the
current by a quantity i_tilde_L(0). We want to understand how this perturbation propagates along time,
and if the converter becomes unstable or it returns to a steady state condition.

Once the perturbation has been applied the current starts from a different position but it increases with
the same slope m1, so the current crosses the control value i_c sooner than the steady state. So we are
also introducing a perturbation to the duty cycle, which is reduces (d_tilde < 0).
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Steady-state
waveform
)

Perturbed
waveform

o (D QJ) T, DT, T t

5

At this point the switch is turned off and the current goes down with the same slope m2 and we get a new
level of current at the end of the switching period Ts. If we can compute this new value we can understand
which is the impact of the perturbation at the end of the switching cycle, and see whether the system is

becoming unstable or not.
So we want to compute the perturbation at the end of the switching cycle starting from the knowledge of
the perturbation at the beginning of the switching cycle.

This can be done using some trigonometry.

magnified
view

Steady-state
waveform

my Jr —my Perturbed

§ : waveform

i,(0) :fmla?T,
(T =mdT, X ) =140) (_%J

",

P(T)=i,0) (—

n,

Assuming that the perturbation is small, we can replace m2 with M2 and m1 with M1, therefore getting
the relationship x.

From this formula, we can apply it to the next switching cycle up to the n switching period.

1T = 1,0 (—g}

wen=ia)(-B)=io(-Z)

’ f,(nTS)

f 0 \\'hcn‘ g ‘\il
=5
L

\ e  when

For stability: D <0.5

D/D’ < 1if D < 0.5, and in this case we are stable. So if the D > 0.5, cycle after cycle the amplitude of
the perturbation becomes higher.
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Example - D = 0.6
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d——ﬁ—(—m)——l 5
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i,
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Lo [¥ 71_5:',_(0)‘/ 73737_}&(0)/
N
0 7, 27, 37T, 4T,
Example — D = 0.33
_ D _ 1/3
o=—==|- =-0.5
D' ( 2/3)
fL(UA
i(’
Y
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STABILIZATION WITH AN ARTIFICIAL RAMP

Buck converter

i L iz (1)
rEEE

It

e

Measure (1)
switch
current

R
Clock

EEEN
o
D, c=
| 1
Y

o [
i.(R ' T ° .~

Now, transistor switches off
when

In(de) + IL(de) - fc

or,

idl)=i.

- ia(de-)

.i Artificial ramp sa
R

i c (1 /Rf ﬁ;ﬁ%n for Latch
C‘:’;ﬁ; Current-programmed coniroller

Instead of applying directly i_s(t)*Rf to the non-inverting input of the comparator, we add an artificial
ramp, which is a current having a sawtooth voltage waveform.

This results in the following plot.

]L(de) = f( - Jn(de)

(i, —i, (1))

g

iy (1)

lNl

a

— 1

drT, T
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This simple trick solves the instability. Calculations are the same as before, what changes is the shape of
the i_c waveform.

(i.—i,(1)

—m
ﬁ@x Steadv-state
s

L waveform

Io+1i,(0)

I o
ko Perturbed
) dr, - waveform
o (p+ad)r, DI, T r

The application of a perturbation produces a perturbation in the D. Cycle after cycle the following
happens.
First subinterval:
i,(0)=—dT, (’771 + ’77,;)
Second subinterval:
i(T)=—dT, (ma - mz)
Net change over one switching period:

. . my,—m,
1(T3) =1,(0) (7 m, + ma)

After n switching periods:
. . my,—mg\ _ s my,—mg\" . \
(nT) = F,((n=1)T) (— o ) — () (— e ) — i)
Characteristic value:

_ my,—m, .
T m,+tm, | 1,(nT)

0 ‘vVhEIl‘(X‘<1
—

oo When‘(x‘>l

Is there a way to design the m_a so that alpha is always smaller than 1 for any duty cycle? Yes.

Alpha characteristics

_

o=~ D . m,

+  For stability, require || < 1 D m;
*  Buck and buck-boost converters: m, =—v/L

So if v is well-regulated, then m, is also well-regulated
* A common choice: m, = 0.5 m,
Thisleadstoaw=-1atD=1,and |a|<1for0<D<1.
The minimum « that leads to stability for all D.
*  Another common choice: m,=m,
Thisleadstoo.=0 for0<D<1.

Deadbeat control, finite settling time

In a buck and buck-boost converter m2 is constant, so we can e.g. set m_a = 0.5*m2 and we get alpha =
-1 for any 0 <= D < 1, therefore the converter will always be stable.
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Upper left plot is of a system without artificial ramp (also called ‘no slope compensation’). In this case
not only the system is unstable for D > 50%, there is also another disadvantage, in fact the average
inductor current is depending on the duty cycle D. This is a problem if the system we are working on can
be controlled with a constant average current.

A N\ \\\
fave 2 % XN

lavg 3 // T \\\

FIGURE 8 - PEAK CURRENT SENSING WITHOUT SLOPE COMPENSATION
ALLOWS AVERAGE INDUCTOR CURRENT TO VARY WITH
DUTY CYCLE

lave 1

3URE4 -FOR THE CASE OF m =-m,, A CURRENT PERTURBATION
WILL DAMP OUT IN EXACTLY ONE CYCLE.

lave

% See part 9_additional reading materials: 9.2_Slope compensation

0, D, D3

FIGURE 9 - AVERAGE INDUCTOR CURRENT IS INDEPENDENT OF DUN
CYCLE AND INPUT VOLTAGE VARIATION FOR A SLOPE
COMPENSATION OF m = -%: ma.

This isn’t happening if we are using a slope compensation with m_a = m2*0.5 (bottom left plot). In this
case the system works with a constant average current despite the D.
This can be demonstrated mathematically.
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The last possibility is for m_a = m2 (right plot). If we apply a perturbation to the current at the beginning
of the switching cycle, due to the equality of the compensation ramp and the slope of the current in the
off time period, the perturbation is instantaneously absorbed in a single switching period, regardless the
amplitude of the perturbation. This allows us to be very fast in recovering the perturbations on the current
(Deadbeat control). This allows to have a large BW in the internal current control.

PEAK CURRENT MODE CONTROL IN A BOOST OR BUCK-BOOST CONVERTER

If we use this type of control with a boost or buck-boost converter working in CCM, the RHP zero is not
removed. Instead, one of the two c.c. poles is removed.

Nevertheless, even if we have to live with the RHP zero, since the t.f. is a first order t.f. the compensation
is much easier.
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THERMAL MANAGEMENT

Our prototype of thermal system is the chip including the power electronic circuit packaged in a standard
package. In the image we have the most common TH packages. The most common is the TO-220.

Packages :
* L B2

4 -
(>f/ 4 \
T0-3 $0T-223 S0T23-5L " S0T32/70-126 SOT-82

|
é // /y/’ - 4
T0-220 Toz2o0 7 T0-z20m ISOWATT218 ISOWATT218FX

A7 ‘ '
p 7 // - 7 r
4 4 4 /

50793 /T0-218 7 T02w7 7 To-268

‘We might have also surface mounting packages if we want to shrink the size of the PCB. In this case, in
general, we don’t have an heatsink.

The case temperature is the temperature at a specified accessible reference point
on the package in which the microelectronic chip is mounted.

THERMAL MANAGEMENT
In all electronic applications, temperature becomes an important factor when designing a system. We are
so concerned about temperature for at least two reasons:

- The failure rate R of an electronic component increases with temperature, and can often be
described by the Arrhenius equation. We can also define the mean time before failure that is the
reciprocal of the failure rate R.

- The maximum safe junction temperature for plastic encapsulated device is determined by the
glass transition temperature of the plastic, approximately +150°C. Exceeding limit temperature
for an extended period can result in device failure. If the package becomes soft we might have
shear stress on the bonding wires and this may end up in breaking the wires.
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o Therefore the temperature of the device must be calculated not to exceed the specified
maximum junction temperature (Tjmax).

o To design a good thermal management solution, the Tj should always be kept at the lowest
operating temperature.

JUNCTION TEMPERATURE

+ Junction temperature is the temperature of the hottest
place on the silicon die in an integrated circuit or device

Lead frame
Silicon die

Junction

Temperature
PC Board

If we consider for instance a power mosfet for low voltage. Most of the power is dissipated in the channel,
so the hottest point will be close to the channel position on the surface of the silicon die.

AMBIENT AND CASE TEMPERATURE

» This is not the same as the case (or package) temperature
or the ambient (or air) temperature

Ambient
(0]
(0]
Case g g Temperature
Temperature E <
p ratur g §
S ® ‘
Junction
— Temperature
PC Board

The ambient temperature is the temperature of the surrounding area, and the case temperature is the
temperature on the external part of the package, in the case of TO-223 is in general the temperature on
the surface of the metal pad.

JUNCTION, CASE AND AMBIENT TEMPERATURE
Let’s start from a situation where there is no power dissipation because the device is off. Everything is at
thermal equilibrium, so the three temperatures are equal.

353



+ First, the system is off (no power is being dissipated)

+ The ambient, package case, and silicon die junction
temperatures are in thermal equilibrium

ambient ™ - Tjunotion

Ambient
Case 2 L Temperature
©
= oy
Temperature =g
Ak
- Junction
e Temperature
PC Board

If we turn on the power mosfet (or the device) we are dissipating power, so injecting heat in the thermal
system. Power dissipation is occurring on the surface of the silicon die, close to the channel region (in a
mosfet). So initially the temperature of the silicon chip (Tjun) is increasing, becoming greater than the
temperature of the case, which is still at ambient temperature. Since Tjun > Tamb we have a temperature
gradient that makes the heat generated close to the surface to transfer inside the thermal system, so heat
is transferred from the silicon die to the lead frame and the lead frame starts to increase in temperature.

+ Next, the system is turned on

» The silicon die heats up due to the absorbed power being
dissipated as heat

Torpont = Tone < T,

ambient case junction
Ambient
(0]
Case = Temperature
@
Temperature =
e
(1]
g
Junction
Temperature

PC Board

So Tcase becomes hotter than the surrounding ambient and so we have a temperature gradient between
the metal tab of the package and the surrounding air and so heat is transferred to the ambient.

+ Some of the heat is transferred to the package (case)

+ The case heats up, but not as much as the silicon die

* From the package (case), some of the heat is transferred to the

ambient air
Tambient < T:‘..:a'—w < Tjunction
el Ambient
e
case HE ELU Temperature
Temperature . “_6:75
D - b <}
< QA
v .
T Junction
Temperature

PC Board
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After the end of the transient, at a steady state situation, we have a balance. We are balancing the power
that is injected into the system, so dissipated inside the silicon chip, with the heat per unit time (so thermal
power) that is transferred through the thermal system. In this thermal equilibrium situation we have Tamb

< Tcase < Tjun.

Maximum ratings for junction temperature

+ Semiconductor devices are specified by their manufacturers at
a maximum temperature range:

Ratings i
Parameter | Symbol | Values I Unit
Operating temperature range |7 | 40 +150] “C

= T,max =200 °C (silicon devices in metal cases)

= T,max = 150 °C (silicon devices in plastic cases)

They can be read on the datasheet.

THERMAL SYSTEMS

Heat transfer

» Thermal systems transfer or store thermal energy.

» Thermal energy is associated with the translation, rotation,
vibration and electronic states of the atoms and molecules that
comprise matter.

» Thermal systems have a static and dynamic behavior
similar to mechanical, electrical, and fluid systems, but in
some ways they are quite different.

= Thermal systems exhibit resistance and capacitance effects, can
be analyzed by electrical circuit analysis techniques, and have a
dynamic response that can be characterized by a time constant.

= However, there is no thermal inductance.

» Heat transfer is thermal energy in transit

* Heat transfer occurs when two surfaces have different

temperatures, thus causing thermal energy to transfer from
the hotter surface to the colder surface.

« |If the temperature difference is increased, the amount of heat

flow will be increased:

Heat transfer « temperature difference
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Terminology

Quantity Meaning Symbol Units

Heat Amount of thermal energy Q J
transferred over a time
interval At>0

Heat flow Thermal energy transfer per q W
(Heat transferrate) Uit time

Heat flux Thermal energy transfer per q’ Wim?
unit time and surface area

Heat is an energy, so its unit of measure is the J. Heat flow is instead a power.

Heat transfer modes

» conduction : heat transfer in a solid or a stationary fluid (gas or
liquid) due to the random motion of its constituent atoms, molecules
and /or electron

» convection : heat transfer due to the combined influence of bulk
and random motion for fluid flow over a surface.

» radiation : energy that is emitted by matter due to changes in the
electron configurations of its atoms or molecules and is transported
as electromagnetic waves.

Conduction through a solid Convection from 2 surface Net radiation heat exchange
or a stationary fluid to a moving fluid between two surfaces
T, >T, T T
Ty 1>T; 75 : Surface, T,
Maving fluid, 7_ =
TN
—_— / \\4 Surface, T,
o —_— q" q1 \
q BN\ /
—_— T, 92 ==
—_—

Conduction

Heat transfer driven by temperature gradients within a material:

- Vibration of atoms(lattice waves), electron movement : solid
- Molecule motions and impact : gas or liquid
L

¢ ol
I i

il — o T

Hot dx Cold

* Heat flow: q [W] =L AAT/L = (T, - T,) / Ry cong (from Fourier's equation)
* Thermal resistance: Ry ..., = L/%LA

= Cross-sectional area: A

= ). = Thermal conductivity [W-m-'-°C-'] (i, =237 W-m-'-°C-")

» Units of thermal resistance are °C/W
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Let’s assume to have a bar or rod of a given material where the left surface has a temperature of T1 and
the right surface a temperature of T2. The heat transfer rate in this case is proportional to the temperature

difference between the two surfaces and it is inversely proportional to the length of the bar.

In particular, we can identify a thermal resistance, which is associated to the conduction mechanism, and
it is the ratio between the length of the rod and the product of lambda (thermal conductivity coefficient)
and A, the cross-section of the rod. Rth is very similar to the electrical resistance.

Typical thermal conductivity for heat sinks commonly used materials

TABLE 8.2 'Thermal Conductivity k in W/(m °C) -

- . Material W/mK
for Some Materials Aluminum (pure) 216
" - Aluminum Nitride 230

Aluminum 237 Zinc 116 Rubber 0.15 Alumina 25
Brass 111 Epoxy 0207  Plastic  0.25 Copper 398
Diamond 2300

Copper 401  Mica 0.71 Teflon 0.22 Epoxy (No fill) 0.2

o I Epoxy (High fill) 2.1

Iron 80  Mylar 0.19 Paper 0.15 Epoxy glass 03
Tron 1% silicon 42 Nylon 0.242  Air 0.0262 Gold 296
‘ Lead 325

Iron 5% silicon 19 Bakelite  0.19 Water 0.597 Silicon 144
Silicon Carbide 270

— Silicon Grease 0.2

Solder 49.3

Convection

+ Convection is the heat transfer mode between a surface and a
fluid. The convection heat transfer can be divided in two main
phenomena:

a) forced convection, where the fluid motion is due to external forces
(imposed for example by a fan)

b) natural convection, where the fluid motion is due to buoyancy
forces, because of the density modification of the fluid close to the
surface

Buoyancy-driven T 1

low

—_—

Heated air rises,

air, and the cycle
repeats.

,U, = aamanm
w111

The convection can be described using a convection thermal resistance.

Forced .
+— Hot components ——=1
Air A i
flow i ) on printed cools, then falls. Air
— circuit boards q .
1z v near hot surface is

replaced by cooler

Irrespective of the details of the mechanism, the rate of heat transfer by
convection between a surface and a fluid can be calculated from the

relation:
q= bR (T Tg) (1)
= his the convection heat transfer coefficient [W/m23K],

= T, is the surface temperature,

= T, is the temperature of the fluid at some specified location far

from the surface.
Equation (1) can be written as:
q = (Ts- Tl Rinconv
where

RUWCOIW: 1 /(hA)

is the thermal resistance to convection heat transfer ([K/W] or [°C/W]).
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However, using the Rth is a strong simplification because the A coefficient is not constant.

Typical values of convection coefficient

Air Water

Natural convection 5 200
Forced convection | 10- 100 500 - 10,000
Condensing steam - 5,000 - 50,000

Decreasing Rth_conv in the convection mechanism

We have either to increase h, but this is not possible once selected the fluid and the regime of the flow,
or we have to increase the surface area. The idea is to increase the heat exchange surface without
increasing the volume too much. We can do this using fins.

There is a strategy to optimize the heat sink, and it is based on adopting the minimum distance between
the fins (so that the density is large) but still above the minimum optimum distance, which is the one that
grants a turbulent flow of the air between fins (in case of natural convection, fins distance is more or less
0.5 cm). In fact, if the flow regime is turbulent we are maximizing h.

Rthconv= 1/(hA)

» Fins are used to add a secondary surface to the primary surface and
thus increasing the heat transfer area.

T h

iz
4

S = hA(T,-T.)

« The critical issue in the application of finned sinks is to ensure that air
flow through the fins is turbulent rather than laminar.

However, if the heat sink is intended to work in forced convection, we can decrease even more the
distance between fins (0.1 ~ 0.2 cm). Never use a heat sink designed for forced convection in a natural
convection case.

Heat radiation

Not so important to the overall heat propagation because the surfaces of the packages are in general very
small. However, most of the heat sinks are black not because black is cool and we are in a fashion contest,
but because black aluminum has a very large emissivity, so we are maximizing the heat transfer rate
contribution due to radiation, even if contribution is not dominant. It is not black-painted aluminum, the
black comes from the aluminum oxide, derived anodizing the aluminum.
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Radiation heat transfer occurs as a result of radiant energy
emitted from a body by virtue of its temperature.

Racitionrom 55 M\ Rate of heat transfer:

surroundings _(5
’

q=o-&-A(T! -T2,)

AEEERS | surr
\\"“J\M’Surface

\ radiation
) emission

, where
Surroundings o = Stefan-Boltzmann constant
(5.669 x 108 W/m2.K#)
- : ) €= emissivity
Typical € (dimensionless) e
+ Polished Aluminium 0.04 T= absolute temperature
+ Black Paint 0.98
+ Skin0.95
Summary of heat transfer processes
Mode Mechanisms Rate Equation Transport
Property or
Coefficient
4 3 dr
Conduction | Energy Diffusiondueto | ¢.(W/m")=-k— | k(wW/mK)
random molecular motion dx

Convection | Diffusion + Bulk motion | ¢ (W /m*)=h(I,-T.)| h (W/m2K)
(advection)

Radiation | Electromagnetic waves |4"(¥7/m*)=&0(I;'~T,,) €

sur

or qW)=hAT,-T,,) h, (W/m2K)

sur

THERMAL - ELECTRICALL DUALITY

» Both have an “across’variable, a potential Comparison between thermal and electrical circuit

» Both have a “through”variable, something that flows Electrical Circuit Properties Thermal Circuit Properties
» Both have a resistive element that impedes flow Voltage: V T :Temperature
Current: | q :Heat Flux
Electrical ! Thermal Resistance : R R, : Thermal Resistance
Domain I Domain
Va® ‘ : /—' T, dQchal’ge :—0' Aﬂ «—> theat :_K d_T
Rae™ |current . power| =Ry, dt e dx dt ce dX
I AV _AT
. ' . =— =
VB | TB R Rth
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Summary of the duality

Electrical Domain Thermal Domain
Variable Symbol Units Variable Symbol Units
ThrOt_Jgh Current | Amperes or Power or P Watts or
Variable Coulombs/s Heat Flux o Joules/s
\f;crri-gglse Voltage \ Volts Temperature T °CorK
Resisance | podnes | R | O peliime | R | kw
Capactance | oo once | Covlombay | Capactance | G | JoulesrC
“Ohm’s Law” M=V, Vo= 1* R, e = Ta=To =Po " R
(derived from Fourier's Law)

Of course we need to consider a thermal resistance if the system is at thermal equilibrium, so there is no
transient and everything is at steady state. When we are considering transient situations we have to
introduce another element in the system which is the thermal capacitance.

THERMAL CIRCUIT

+ Conduction path leads to a convective interface.
» Heat is removed from a finned sink by air flowing
over the fins.

o/

3 » Steady-state transport
Rinsc & ‘ o .
| » thermal equilibrium, i.e. T,=const.
Py Rincs $ > heat flow = q = Py = dissipated power
t—/ « Heat transfer equation
RthSA:E
S (Ty-Ta)=Pp (Rinsct Rincs + Rinsa) X

o 7/

Our prototype thermal system is the chip inside the package, the package is mounted on a heatsink and
there is an insulator layer between the package and the heatsink because the heatsink is conductive and
the metal tab has the same potential of the drain. If the system has the load connected to Vdd, when the
switch is off the drain of the mosfet is at Vdd which might be very high and we don’t want to have an
electric shock when touching the heatsink.

However, just putting a layer of insulator is not sufficient, because there’s a screw which goes through
the hole of the TO-220 and we have to tighten the screw to attach it to the heatsink. If we don’t use a
insulating washer on one side and the insulating bushing on the other, otherwise we still get the electric
shock because the screw is still metal.

When we turn on the mosfet and we wait for a while until the transient is over, at steady state the heat is
generated where we have the red arrows, it propagates by conduction through the metal tab and the
heatsink and then by convection to the surrounding ambient.

So the heat is moving along a path that includes three components: silicon, glue, package.
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We can lump these three contributions into a single thermal resistance, the thermal resistance R_thJC
between the junction and the case. Then the heat is moving through the insulator layer, which has its
own thermal resistance R_thCS (case to sinker thermal resistance). The third contribution is a convection
contribution, which can be modelled with a thermal resistance between sinker and ambient, R_thSA.

So we have three resistances in series and the heat generated inside the system is modelled with a current
generator.

The voltages at the nodes of the network correspond to the temperature: ambient temperature Ta, sinker
temperature T, case temperature Tc and junction temperature Tj. Once Ta is known we can derive all
the other temperatures.

At steady state, so when the temperatures are constant, the heat flow is equal to the power dissipated,
and therefore the total temperature drop between the junction and temperature Tj — Ta is as in formula

X.

Junction-to-case thermal resistance

Package Silicen Die

Heatsink

RthJC
Junction-to-case thermal resistance
- Defined by the manufacturer, e.g.

J tion-to-C D - Steady Stat R 1.4 “C/W
gy Cuee (D) = Sleacy Siata e for the NTP5864N

- The circuit designer’s only influence on Ry, . is in choosing
an appropriate device

It is something we cannot change once we bought our device. R_thJC is the lump of three contributions,
as below.

) (~ Junction
Junction

Direction of Heat Flow .
Die

X

Die Bond
\ R
T e 4 Die Bond

S{ yd r SZ Package

Package Header

—

The R_thJC, combined with the case temperature, determines the maximum power dissipation that we
have in the datasheets.
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Maximum power dissipation ratings

+ Junction-to-case thermal resistance, R, and case temperature, T,
determine the max power dissipation.

MAXIMUM RATINGS

Parameter Symbol | Value | Units
Continuous Drain =25° I A
Current - Ryyc (Note 1) Sst?:tiy Tch: 120502 ° jz NTP5864N
Power Dissipation - Steady | Tc=25°C Pp 107 W
Ruuc (Note 1) State [T = 100°C 54
Operating Junction and Storage Temperature Ty, -55to °c
TsT1 175

Note: the device is typically mounted on a water-
cooled heat sink to set T at 25 °C.

Therefore:
Tj _Tc = RthJC P
Tinae —25°C
thJC

X PMAX:

The numbers in the table are measured by the manufacturer by putting the package on top of an infinite
heatsink, which is a copper block where there is a flow of water to keep the temperature of the block at
25°C, so the case temperature is maintained at 25°C.

The temperature drop between the junction and the case is Tj — Tc = R_thJC*P, with fixed Tc = 25°C.
We notice that the maximum power dissipation decreases if the temperature increases simply because we
are increasing Tc = 25°C.

FBSOA is the forward bias safe operating area and below we have a plot of the drain current as a function
of Vds in a log-log plot. If we plot the equation x of the previous image in the graph below we get a line,
because the power dissipation is Vds*Id = Pmax in the worst case.

In the log-log plot, log(Vds) + log(Id) is constant, so it is a line in a log-log plot and the maximum power
dissipation is defined by a line.

Moreover, the maximum current that can flow in a mosfet at steady state is determined by the maximum
power dissipation which, in turn, is depending on the maximum junction temperature.

log(P,..) = log(ls)+10g(Vos )l = log(const) =) line with slope -1

in a log plot
1000 , I gp
=
100 us —- P
g 100 b 1 ms :; FBSOA
= ol SN NTP5864N
E v =S ~
EC: 2 -1 / M
8 10 - / \ \\ ™
z =1 Vgs=10V y
< SINGLE PYLSE / H
g \ /
q 1 Tc=25
£ — — —— Ryfs(on) LIMI =
—————— THERMAL LIMIT A/
0.1 LT FACKAGE LINIT
0.1 Z 1 100
Vps, DRAIN-TO-SOURGEVOLTAGE (V)

IbMAX - 63 A PD= ID'VDS=107 W=P9MAX
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Case-to-sink thermal resistance

This is the second contribution, and it comes from the insulating layer. We can decide the material to use
for the insulator and its thickness.

Package Silicon Die

Heatsink

|

RthCS
- Case-to-sink thermal resistance
- Designer’s influence on Ry,cs:

» Choosing device with the desired type of case.

» Applying a thermally-conductive compound between case and sink.

» Because the collector (or drain) is usually electrically connected to the case,
and the collector is not usually at ground potential:

= The case must be electrically insulated from the sink (usually with a
washer of mica or similar material), or

= The sink must be electrically insulated from the chassis
» Without additional information, it is usually assumed that R, = 1 °C/W.

Thermal interface

The thermal resistance of the insulating layer depends on: thickness L of the insulating layer, area A of
the insulating layer and thermal conductivity lambda of the insulating layer.

Package Silicon Die

Heatsink : I
h Thermal interface | 1
jg |:| Rinsa
O —— — — H|
.
Package Insulating washer Riaes (KW) T A
Silicone grease
with without
No insulating washer 0.10 1 22? 45
) TO-3 Teflon 0.7-0.8 ot : H
1215 =-10-
t- ‘ Mica (50 -100 prm) 0507 Typical case-to-sink
J No insulating washer 0.15-0.2 ?:23 thermal rES|5tance5
OGS Mea (G000 vm) 0608 1214 value for various
. Mylar (50 -100 pm) 0.6-0.8
_— 1520 packages
To-220 No insulating washer 0.3-05 4060
e Mica (50 -100 um) 2025 -
No insulating washer 0.1-0.2 04-1.0
' ro-247 Mica (50 -100 pm) 0.5-0.7 1.2-15

The thermal resistance between case and sinker is in the order of 2.0 to 2.5 °C/W for TO-220.
Sometimes we need to use Silicone grease (silicone sigillante) because the surface of the heatsink is not
flat and to maximize the match between the rough surface of the heatsink and the rough surface of the
metal tab we can use it. If we put too much Silicone grease we increase too much the distance and the
effect is worsened. So we need to put the grease and tighten the screw and check that the amount that
grease that comes out from the boundary is small.
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Sink-to-ambient thermal resistance

Package Silicon Die
N i

Heatsink
N |
Thermal interface

Rinsa
- Sink-to-ambient thermal resistance

- The circuit designer’s influence on Ry,g, is by selection of the heat
sink

This contribution strongly depends on the heatsink we are using. The thermal resistance between sinker
and ambient depends on many factors, like the shape, size and material the heatsink is made of.

Junction-to-ambient thermal resistance

Sometimes, in the datasheets of thermal components, we find this thermal resistance quoted. It means
that if we are using the device with no heat sink at all we have to consider this total thermal resistance
between junction and ambient, which is larger than the one between junction and case.

| Junction-to-Ambient - Steady State (Note 1) | Roya I 33 IGC/W | NTP5864N

Package Silicon Die

Rihua
-Junction-to-ambient thermal resistance

- Measure of heat flow between the chip junction and the air

- Relevant for packages used without external heat sinks
If the system dissipates a small amount of power we can avoid using an heatsink.

JUNCTION TEMPERATURE PREDICTION
Example:
+ MTP15NO6V in TO-220 package, Ry, c = 2.73 °C/W
* Rypes= 1.2°C/W
+ FischerElektronik SK 409 63,5 heat sink; Ry,ga= 5.6 °C/W
s Pp=8W
+ To=40°C

» Tc=Ta+ Pp (Rpsat Rines ) =94.4 °C
» T,=Ta+Pp (Rypyct Ripsat Rines ) =116.2°C
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We have a nMOS in package TO-220.

HEATSINK SELECTION
We want to select the heatsink to keep the maximum junction temperature within specified limitations.
The design equation is the one below.

* The following equation applies:

T, -T,
Risa < —5—— R ~Rics
Py
» Heatsinksrange . ..
... from none (device case is the heat sink),
. to clip-on units,
. to large extruded aluminum units,
. to forced-air cooled arrangements,
. to water-cooled copper units.

So the heatsink can be selected by calculating the needed thermal resistance between the sinker and the
ambient from the formula above. Once the upper bound to the thermal resistance is known, we have to
pick up the heatsink.

HEAT SINK CATEGORIES

Heat Sink
Category Advantages Disadvantages Applications Examples
Passive « Widely available e Limited in power « Natural convection / systems that Metal plate
s Cost dissipation capability do not depend on air flow
» Ease of Use * Low power density applications
Semi- » Lower thermal resistance for the « Limited in power » Systems with existing air flow Fin heat
Active same volume compared to passive dissipation capability * Medium power density applica- sink
heat sinks tions
Active ¢ Incorporates forced convection and * Long term reliability » High power density applications Fan heat
heat sink into a single unit » Cost sink
 Provides much greater heat dissip-
ation capability compared with pass-
ive and semi-active heat sinks
Liquid * Provides much greater heat dissip- = Complexity » High power density applications Liquid cold
Cooling ation capability compared with pass- * Cost » Low profile applications requiring plate
ive and semi-active heat sinks constant heat cycling
Phase * Heat is spread evenly = Complexity » High power density applications Vapor com-
Change * The cooling liquid very effectively » Cost pression
Cooling removes heat » Requires additional phase-
board space and change
height cooler

- Passive: we have no mechanical fan, and the typical mechanism is natural convection. The cost
is very low and easy to find in the market. Furthermore, they are also very simple to use.
However, a typical disadvantage is the limited amount of power dissipation capability, so they
are typically used when the application doesn’t need a large power density.

- Semi-active: passive heatsink with an additional blower, so we put a fan next to it. With the fan
we can reduce the thermal resistance between sinker and ambient. Typical applications are
medium power density applications, or situation where we have already a passive heatsink and

we want to improve the thermal resistance by putting a fan or blower close to it.

- Active: it incorporates a blower or a fan, it is a single unit. They are typically used when the room
where to place the heatsink is pretty limited and power density requirement are quite demanding.

We will neglect the other categories because they are used in high voltages applications.
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HEAT SINK TYPES

Heat Sink
Category Description Advantages Disadvantages Applications Examples
Stamped » Sheet metal * Cost  Limited power * Low power Metal plate
stamped into dissipation applications
desired shapes capability « Natural convection
applications
Extruded « Heat sink with « Fins align in direction of air flow  Limited power * Medium power Extruded
extruded fins « Cross-cut fins for omni- dissipation density applications fin heat
directional air flow capability « Natural or forced sink
* Cost convection applica-
« Sizing flexibility tions
Bonded * Thermally con- « Effectively increases the sur- * Cost * Forced convection Aluminum
Fin ductive aluminum- face area of heat sink for the applications filled
filled epoxy fins at- same form factor due to a much » Higher power epoxy fins
tached to a base higher fin height-to—gap ratio applications for
plate smaller form factor
Casting « High density fins « Higher perfarmance and heat » Gost « High density forced Pin heat
or pins produced sink shape flexibility compared convection applica- sink
with die casting with standard extrusion or tions
process bonded fin heat sinks

Folded Fi% l

Radial

Extrusion

(omni-directional)

pin-fin

Example of passive heatsink selection

Given

* Ryyc = 2.73 °C/W; Ryes= 1.2 °CIW
« Pp=15W
& T, = B0AC, T =160

TJMAX B T
Rinsa < T

Pvw

R thk (K/W)

3,60 2,20

340 245 190

327 226 183
22

i 200 1,56
= 50 150
‘ 186 351 516
52 104 155

140 280 420

Extrusion
(w/ slots)

R Ris ~Ries = 2.73CIW

Example: Alutronic PR289/50/AL

The data are in the image, and the DC power dissipation of the mosfet is 15W. Ambient temperature is
50°C because maybe we are in a box, not in open air.

Once we have R_thSA we have to understand the best shape for us, that in this case is an extruded
aluminum heatsink.

We can notice that the R_thSA (thermal resistance between sinker and ambient) is not constant but it

depends on the power that we are dissipating. If we are dissipating 10W we have 2.70, 20 we have 2.45
and so on.

Moreover, when using a passive heatsink, the orientation of the fins must be such that the flow of the air
moves through the fins along the longest direction (L in the image) and from top to bottom (vertical
orientation of the next slide).

366



= Guideline Experimental Results
n
Orientation Nlustration Typical
Typical Relative [ yoocioqr, | Rem Tyl
Effectiveness (CW) Effactivensss
Vertical 100% 65°C 22 100%
o~
Horizontal 85% 69°C 25 88%
Horizontal Up 70% 84°C 32 61%

The consequence is that the effectiveness of the heatsink is reduced down to 85%, for example. The thing
is even worse if the heatsink is mounted flat.

Example of semi-active heatsink selection

Wakefield series 626/267
> height ‘A’ = 63.5 mm
(16) > 48°C @ 6W (nat. conv.)

NATURAL AND FORCED
CONVECTION CHARACTERISTICS
AIR VELOCITY (LFM)

100 200 409 600 . 800 10005
!

- =

4

T
6.

¥ ¢
26/65 - 3 ¢

L T8, ]
< 028/527_. :4,'?‘ y; 2
SABPR
|

0 ] 0
0 4 8 12 16 20

POWER DISSIPATION (WATTS)
@550LFM~2.8m/s
Ry =2.5C/W

7

HEAT SINK TEMPERATURE
RISE ABOVE AMBIENT AIR (*C)

THERMAL RESISTANCE
SINK TO AMBIENT (“C/AWATT)

We have a power mosfet which is mounted on the heatsink, so we haven’t selected it, but we need to
check if it is enough to remove the power.

The thermal resistance is reported in the plot aside, which reports the heatsink temperature above the air
temperature (curve x) as a function of the power dissipation. Having 48°C @ 6W means that R_th =
48/6.

For a power of 15W this is not enough, we would go above ambient temperature of 100°C. So we can
add a fan. To get the correct velocity of the fan, we need to look at curves y, which report the thermal
resistance as a function of the air speed, where LFM is linear feet per minute. So we start by setting the
needed thermal resistance, we move horizontally until we intercept the curve and then we go vertically
to read the air velocity needed.
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TRANSIENT THERMAL ANALYSIS

In this case we need to compute the junction temperature not at steady state but during a transient. There
are 3 types of transients: step like pulse, rectangular pulse and train of rect power pulses with a given
period and a given duration. More complex transients can be analyzed recalling them back to these three
transients.

Upon the application of a rect power pulse, typically the following mistake is made. Let’s assume that
we are applying the power pulse and we want to understand the temperature of the junction. In general,
we are interested in the maximum temperature reached by the junction, which usually it’s at the end of
the power pulse. The most common error is to compute this maximum temperature using the steady state
thermal resistance, but this is wrong, we are severely overestimating the junction temperature.

Moreover, if I want to compute the temperature of the junction upon the application of a train of power
pulses, the typical mistake is to compute the average power and then multiply the average power by the
thermal resistance to get the junction temperature. In this case we are underestimating the junction
temperature.

In both cases we are neglecting the thermal capacitance of the thermal system; in fact, the thermal system
is able to store energy, and this ability is represented by the introduction in the thermal model of a thermal
capacitance.

For instance, let’s assume we are injecting a current in a RC cell and we are measuring the voltage. The
current is a rectangular current; if the duration of the rect is much larger than the time constant we see
an exponential increase of the output voltage and then an exponential decrease. This is exactly the same
thing that happens in a thermal system when we account for the thermal capacitance.

o
1 Av z
_cj

~

However, if we reduce the duration of the rect and we make it smaller than the time constant, the voltage
increases, it cannot reach the steady state because at a given time it stops, and therefore the peak voltage
drop we measure is much smaller than Io*R (asymptotic value) and the reason for this is the capacitance.
The same happens in a thermal system.

o

L oY

Transient thermal analysis:
- Involves determining the junction temperature under conditions that vary over a period of time.
- Typical transients are induced by the application of single or multiple power pulses.
- Use of steady-state thermal resistance is not satisfactory for finding peak junction temperatures
for pulsed applications:
o Plugging in the peak power value results in overestimating the actual junction
temperature
o Using the average power value underestimates the peak junction temperature at the end
of the power pulse.
- The reason for the discrepancy lies in the thermal capacity of the semiconductor and its housing,
i.e., its ability to store heat and to cool down before the next pulse.
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THERMAL CAPACITANCE

« In the transient case, the thermal capacitance C,, must be considered

along with the thermal resistance.

« Cy, is a quantity that represents the
capacity to store heat. It is given by:

AQ
C,=p-c-V=—[C,]=(Joules/°C)
th =P AT th

where

= AQ s the quantity of heat absorbed in Joules
for a temperature rise AT, after temperature has
stabilised;

=V =volume of sample material;

= p= density of material,

= ¢ = specific heat of material, that is the amount
of heat per unit mass that must be added to the
material to raise its temperature one degree.

T THERMAL
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P
s
8
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+
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It refers to the ability of the system to store energy. It can be computed with the formula in the image.
We inject a given quantity of heat in the system and we get a given variation in the temperature, and the
ratio between energy injected and temperature variation is the thermal capacitance.

THERMAL MODEL
Uk
]
F Cin1 k.
i Cina _
[ e
chip .78 “Rina
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4 Ring
solder
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Rins
Cins
/' leadframe Rine
Fare
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= P 4
NT
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Cp=c-p-d-A
Ty =Cy Ry,

» Ttypical power transistor in a package with a solid cooling tab — e.g. TO-

220 or D-Pak.

» In practice, it has been shown that the segmentation of the structure into

partial volumes is not critical

In principle, to properly analyze the system from a thermal point of view, we should develop a distributed
model and associate a thermal resistance and thermal capacitance to each part of the model. We can also

define a thermal time constant.

However, in practice, it can be demonstrated that the segmentation of the structure into many layers is
not really necessary, we can split it into 3 slices and it is more than enough to get an accurate modelling

of the thermal system. This is done as in the next slide.
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« The normally distributed thermal capacitances have been lumped into

three single capacitors.

« This simplification assumes current is evenly distributed across the silicon

chip and that the only significant power losses occur in the junction.

We are considering 3 different thermal cells.

THERMAL RC NETWORK

T, =MS
silicon die
J’cthz - Renp
die attach
“—
\ (rcth3 = Rins
Ty = S

This is the electrical network for modelling the thermal impedance between junction and case, with the

previously mentioned 3 cells.

T‘ Rthi

Rth2

th 3

PD l 8 __Cthﬂ

junction
—

Cth3

T JUNCTION

case

easier to use but it is not a physical model.

What happens if the package is mounted on a
heatsink?

If so, we need to develop the Cauer network so
to include the thermal properties of the
interface and the thermal capacitance of the
sinker itself, so we are adding two additional
RC cells.

We can notice that the thermal time constant
of the heatsink is huge, despite the use of
natural or forced convection. It is in the order
of seconds, while the package time constant is

1.017

0.749 0.198

IUOOWFIOOS]UFIB.S'\MF —

= = CASE

MTP15N06V (a 15 A, 60 V MOSFET)
The thermal network is usually provided in the datasheets.
The way of the image to represent the impedance of the system is called Cauer network, where the
capacitors are connected between nodes and ground. This is a model that can take the heat propagation
into account, so it is a physical model. There is another model, based on the Foster network, which is

T

Po }

T

I ATy I ATey —s|
. . Rtm Rthz RIhB T Rinterface Rheatsink
junction case
Ctm sz‘ Cth;‘ Cinlerface ‘Eheatsink
< Heatsink

ambient

102 .
Thneatsink = 10° 8 for natural convection

T

thheat sink

~10 s forforced convection
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in the order of ms. This is useful because it allows us to separate the two networks in the calculations of
the junction temperatures.

Foster network

1 Rih1 Rz Rz Rth.n

Ciha  Cina

Cinn

« The most frequently used thermal equivalent circuit diagram is
mathematically very simple to use but as a purely formal description
has no relation to the real physical structure.

Junction

fl [ |1 |
| F
This is the only — Ambient

node equating These nodes have (Thermal ground)™=
toany nodeina no correlation with
Cauer equivalent the physical model.

network.

In this case we have a sequence of thermal cells in sequence. The Foster network is non-physical, i.e. if
we calculate the temperatures in the intermediate points, those temperatures are not related with the
effective physical temperatures. However, if we compute in a proper way Rth1, Cthl and so on, we get
a model able to correctly predict the junction’s temperatures. So it is a model that allows only to compute
the junction temperature, not the internal temperatures.

Since we are not always interested in the internal temperatures, this model can be helpful, in fact it is a
sequence of RC cells and hence the total impedance is just the summation of the impedances of the single
cells, and the response in the time domain is the superposition of exponential responses.

THERMAL IMPEDANCE
Development of the Z, Diagram

« The device is mounted on an
infinite (water cooled) heat sink to 1o
fix the case temperature to a known
value.

120

Theat-up until steady-
state reached

« A step pulse of heating power, P, is
introduced at the junction.

junction temperature [C]
2

« T, will rise to some steady state
value dependent upon the response
of the thermal network (heating ®
curve).

t[s)

« When the power input is terminated,
T, will decrease back to its initial
value (cooling curve).

« The heating curve or the cooling curve can be used to determine
Z,(t) for devices.

The thermal impedance can be defined in an operative way. We consider a device mounted on an infinite
heatsink that keeps the case temperature fixed, typically at 25°C. Then we apply a step power pulse,
turning on the mosfet, so the mosfet is dissipating a constant power. The junction temperature will
increase in some ways reaching the final steady state temperature (plot on the right).

The thermal impedance is defined as below.
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+ The heating curve thermal impedance is

T,(t)-T,
ya ty=7 ¢
mnach (1) )
+ The cooling curve thermal impedance is

T, -T,(1)

Z t)= Js J
nuce (1) —P

where

= T,(t) is the junction temperature of the device;
= T, Iis the junction temperature of the device at stedy state;
= T is the case temperature

Note: Zyc(t—>0)=Ry ¢

_ Zinsc(t)
RthJC

ZthJC (t) = r(t) ' RthJC Where r(t)

The thermal impedance between the junction and the case as a function of time is the junction
temperature function of time minus the case temperature divided by the power we are dissipating in the
device (cooling curve formula is not important).

NB: for t = inf, the junction-case thermal impedance becomes equal to the thermal resistance. This
because for t that tends to infinite the system reaches the steady state. The thermal impedance is a
‘transient quantity’.

Moreover, in general the thermal impedance is quoted in the datasheets, but typically we won’t find the
thermal impedance itself, but the normalized one. The normalized thermal impedance is the ratio
between the thermal impedance and the thermal resistance between junction and case.

Datasheet curves

« Transient thermal response curves for power transistors have been
around for a couple of decades.

» One can develop a thermal R-C network from a transient thermal
response curve.

« These curves are perfectly adequate for analysis — if the power
transistor’s case temperature is known and the power dissipation
waveform is relatively simple (e.g. single rectangular power pulse or

periodic rectangular power pulses).
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We are interested in the red curve, which is exactly the normalized thermal impedance. The behaviour
of the curve is exactly the behaviour of the junction temperature upon the application of a constant power
inside the device. We can use the red curve to develop an equivalent thermal model either with a Cauer
or Foster network. This curve is perfect for the thermal analysis if the case temperature is known and the
power waveform is relatively simple (rect pulse or train of rect pulses).
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Example of transient thermal analysis — single pulse
+ AMTP15NOBY (a 15 A, 60 V MOSFET) is driven by a single 5ms, 5S0W
pulse as shown below.

+ Assume that the heat sink is large enough such that the case
temperature does not have time to rise substantially within 5 ms.
Ambient temperature is 40°C.

+ Determine T ...

i

T
- _M
Te=Te=Tx

t

pulse

The system is subjected to a single rectangular power pulse with a duration of 5 ms and amplitude of
50W. The mosfet is mounted on a heatsink (whose time constant is pretty large). Since the power pulse
has a duration of ms, the temperature of the heatsink doesn’t change, we filter out completely the power
pulse, so the only change in temperature occurs in the junction.

Ambient temperature is at 40°C, that is the external temperature of the sinker. The temperature of the
junction starts from the temperature value of the case, it increases, reaches a maximum at the end of the
power pulse and if the power pulse is off it will reduce down to the steady state value, so the ambient
temperature. We are interested in the maximum junction temperature.

To compute it we use the single pulse curve. We read the duration of the pulse, we set it on the x axis,
we move up vertically until we cross the single pulse curve and then we read the normalized thermal
impedance.

RaJclt = r(t) Reyc

D CURVES APPLY FOR POWER
PULSE TRAIN SHOWN

READ TIME AT 14

TJ(pk) - Tc = Pipk) Reyclt)

rit), NORMALIZED EFFECTIVE
TRANSIENT THERMAL RESISTANCE
=)

DUTY CYCLE, D = tyfty
0.01 L] LI |1l

10E-05 1.0E-04 1.0E-03 1.0E-02 1.0E-01 1.0E+00 1.0E401
£, TIME (s)

We can read r(t) = 0.5 at = 5 ms on the transient thermal impedance
curve (single pulse).

Therefore:

T, =To+AT,c =T +Pyg 1(5ms) Ry, =108.25 °C

The maximum junction temperature is the case temperature plus the delta temperature. The delta
temperature is the peak power dissipated multiplied by the thermal impedance, which is the product of
the normalized thermal impedance calculated at the end of the pulse, where the temperature will be
maximum, multiplied by the thermal resistance.
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Thermal transient analysis of periodic pulses
i

«_P xD

* Ift, is much greater than the thermal time constants of the device than we
have a situation similar to the “single pulse” case.

» Conversely, if t, is comparable to the thermal time constants of the device, the
junction temperature of the device will vary as shown above.

* Because of thermal capacitance, the heat sink only respond to average
power.

The system is subject to a train of identical rectangular pulses with an amplitude of Ppk, duration of t1
and period of t2. When we have repeated identical power pulses we can distinguish 3 d1fferent situations:
1. The duration of the pulses is much larger than the duration of the time
constants. In this case the temperature goes up, reaches a steady state and then = | | |
goes down, so we can treat the system like a system subjected to a train of
isolated pulses, because two adjacent pulses don’t interact. fAC A
2. The distance between two adjacent pulses is much shorter than the time constant of the
system. In this case the system is not able to follow the instantaneous value of
power dissipation, it is only sensitive to the average of the pulses, so after the
initial transient we will have something moving around an average. If the
duration of the single pulse is much shorter than the time constant, the -
amplitude of the ripple is negligible, so we can understand the junction
temperature just by considering the average power that is dissipated.

When we are in an intermediate situation, i.e. the duration of the pulses is comparable with the thermal
time constant of the package, the temperature of the junction will follow the blue line of the image above.
Hence the temperature will swing between a minimum and a maximum. If we consider just the average
power we would make an error. We need to understand how to compute the peak value in this situation.

NB: the black curve is the temperature of the case. Apart from the initial transient, it reaches a steady
state where temperature moves around a steady state value with practically no ripple. This happens
because the thermal time constant of the heatsink is huge with respect to the times of the power pulses,
so the heatsink, and as a consequence the case that is connected to it, it’s only sensitive to the average
power, because it cannot follow the fast variations of the injected power.

So we are in a situation where the case is sensitive to the average power, but the junction temperature
may swing up and down around the average value.

To compute the peak value of the junction temperature, we are interested in computing the red delta after
we have computed the case temperature. The delta can be easily computed using the thermal impedance

curves previously introduced.

The one below is an example.
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« AMTP15NO6V is driven by repetitive pulses at 2 kHz frequency and
10% duty cycle (t; = 50 ps, t, = 0.5 ms).

« The peak power dissipation Py is 80 W.

+ We can use the average power and use only the thermal resistances to
calculate the case temperature T..

+ Ambient temperature is 40°C; R;,.s=1.2°C/W; R 5,=2.5°C/W
» Determine T ., at the end of a pulse under steady—state conditions
10 . = T T
S
R,,c =2.73°C/W 1
T

A 1Y

0.05 7

X
‘ T 0.02 A Y Rayclt) = 1ll) Reyc
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= N PULSE TRAIN SHOWN
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=Y e READ TIME AT ty
= Typk) - TC = Pipk) Rauct

r(t), NORMALIZED EFFECTIVE
TRANSIENT THERMAL RESISTANCE
=
=2
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DUTY GYCLE, D = 14/t

0.01 L | LI | il
1.0E-05 1.0E-0¢ 1.0E-03 1.0E-02 1.0E-01 1.0E+00 1.0E401

1, TIME (s)

Since we know the peak power value (Ppk) and the duty cycle of the train of pulses, we can compute the
average power dissipated in the system. Since we know the thermal resistance and the temperature of the
ambient, we can also compute the case temperature. The second step will be to calculate the
delta(T_jc,max).

The first calculation is the one below. The case temperature is the ambient temperature plus the
temperature drop between ambient and the case, which is the average power times the sum of the thermal
resistances (resistances and not impedances because we are considering an average situation).

* The following equations apply:
To =Ty +Puy " (Ries ¥ Ripsa ) = Ta +Pog 'D - (Rycs +Rypsa)

T‘Jma: = TC + ATJ = TC + pPK 'r(th)'Rch

Cmax

+ Wecanreadr(t,, D) = 0.2 att, = 50 ys, D=10% on the transient thermal
impedance curve (10% curve).

Therefore:
Te =Ty +Po ‘D (Ryes +Rypsa ) = 70°C
T\,m =T +Poy -1(t,,D) - Ryyc =113°C

+ Note:

T, = Ta +Pox D+ (Rypyc +Rypes +Rypsp) = 91.5°C

Known the case temperature, we want to understand the maximum delta T between case and junction.
To get this, we use the thermal impedance curves above. In this case we don’t have to use the single pulse
curve, but the other ones, in particular the one that corresponds to the duty cycle we are operating (10%,
i.e. 0.1). From the plot we get the normalize thermal impedance as a function of time and duty cycle.
Then, delta(T_jc,max) = T_j,max — Tc, so we can solve for T_j,max, since delta(T_jc,max) has been
computed starting from the thermal impedance curves.

If we simply calculate the average junction temperature (red box), we get a smaller value, and the
difference is almost 20°C between the average and the peak.
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Moreover, if we look at the thermal impedance plot we have the insert x. This insert is a help to the user
to compute the delta(T_jc,max) for a train of identical pulses.

JUNCTION TEMPERATURE AFTER INITIAL TRANSIENT

DERIVATION OF 1(t,D) FROM A SINGLE PULSE
We can derive the normalized thermal impedance from a single pulse in the following way.

Ppk F—- r—- I1;'| 0
[
1 I |
[ |
11 |

Pav

=T ="

]

o t
ts

Pulses previous to the n" pulse are averaged. Temperature due to the

nt pulse is then calculated and combined properly with the average

temperature.

A-I-Jcm‘.,mm = ATJCav +AT e =P, 'R

= [D+ (1 _D)'r(tw)]' Po *Ringe = 1(t,D) - Po *Rie

mic T (P =Pay ) 1(4) Ryye

L [r(t,D) =[D+(1-D)-r(t,)]|

We consider a train of identical pulses of duration t1 and period t2, so D =t1/t2 and we want to consider
the maximum junction temperature at the end of the generic n power pulse.

To do so, we can lump the previous power pulses that are occurring before the n power pulse we are
interested in in a single power pulse (or step) having an height equal to the average power, as in the image.
In order to compute the temperature at the end of the n power pulse we use the single pulse formula, so
we consider the n-th power pulse as a single power pulse but we use the single power pulse formula
considering a rectangular pulse having an amplitude equal to the delta(P), where delta(P) is the difference
between the peak power of the n-th power pulse and the average power of the previous lumped power
pulses.

Once again, we are assuming the case temperature is flat and known. We have to calculate the
delta(T_jc,max) at the n-th power pulse, and this can be done considering two contributions. One is due
to the average power, the other is the term computing using the single power pulse formula for an
amplitude delta(P) and duration t1.

NB: in all these calculations the only assumption we have to make is that the case temperature is known.

ARBITRARY PULSE TRAINS WITH RANDOM VARIATIONS

Thermal systems are linear systems, so we can always apply the principle of superposition of effects.
We have a sequence of thermal power pulses (a)) and we can split each pulse with a pair of step functions
like in point b) made of a positive and a negative step (P1 and -P1, for instance). Now we know the
thermal response of the system to a thermal variation of the power (c)). Then we sum all the responses
and we get the d) plot.
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NON-RECTANGULAR PULSES

In this case, in general, the simplest approach to slightly overestimate the temperature is approach a). We
are approximating a non-rectangular pulse with a rectangular one having a peak value equal to the peak
value of the original power pulse and an effective duration t_eff. t_eff is such that, once multiplied by the
peak value, is equal to the energy of the real pulse.

Py
@ 5222 PiTy=A
A

P Pp

» For a pulse that is nearly
o1 A ore, rectangular, a pulse model
® /‘“" )\ ZX\ having an amplitude equal
to the peak of the actual
pulse, with the width
adjusted so the energies
B s i are equal, is a
i conservative model.

o s ™

et -~

One typical situation is the exponential power pulse. In this case the typical approximation is to use a
rectangular power pulse with a duration t_eff respecting the previous condition.

If we have a more complex shape, we can split the pulse in a superposition of rectangular pulses.
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TUTORIAL 1

Inductive load

T
_*Voo vg~0 ; i (0)=0; D=2t
Ts
VL
VL(t)A
Vbp
— — — 4+ —F——+ Vi=D Vo
0 ‘ Ton b‘TOFFb t
15,

* freewheel: a device in the transmission of a motor vehicle that automatically disengages
the drive shaft whenever it begins to turn more rapidly than the engine.

The inductive load is modelled with a resistor in series to an inductor, there is no ideal inductive load,
they all have a series resistance. It is connected between PS and ground with an ideal switch. To the load
it is applied a square wave voltage because the switch is turn on and off iteratively. Also, we assume the
diode ideal (no voltage drop) and that there is no energy stored in the inductor.

When the switch is closed we are applying Vdd to the load, when we open the switch the current is
diverted into the diode, which is ideal. The diode is called freewheeling diode because it is used to allow
the current to flow and avoid that the switch is damaged.

Let’s suppose that at t = 0 the switch is closed, we keep it closed and then we open it. The initial inductor
current is 0 and then we have an exponential growth with an exponential tau = L/R. The current reaches
a steady state value of Vdd/R.

As for the voltage across the switch, if it is ideal, it stays equal to 0 as long as the switch is on. Then at t1
the switch is opened. If there was no diode, current was flowing in the inductor and it is pushed towards
the high impedance node of the switch. The voltage rises until the dielectric strength of the air is reached.
The air becomes conductive and we have plasma that emits photons. So the current drops quickly to 0.

e / Vo /.

+Voo

If instead of an ideal mechanical switch we have a power mosfet, when we turn off the switch the voltage
increases fast as before until we reach the breakdown voltage BVdss. From this point on we can replace
from an electrical point of view the switch with a constant voltage generator of +BVdss.
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The load is now clamped between Vdd and BVdss, with the latter that is bigger, so we are reversing the
voltage across the load and the inductive load is discharging.
The current decreases with an exponential discharge and we should ideally end up at negative currents.

+Voo

Breakdown is however something we have to avoid except for a specific category of mosfet that can be
operated in breakdown. But with a standard mosfet, to prevent it from damaging, we need a freewheeling
diode. The current is redirected through the diode.

In this situation the current transient is still exponential, and the final value is 0 because we are shorting
the inductive load.

Voo /R

+Voo

So the function of the freewheeling diode has been clarified. Now we want to understand what happens
to the current in the inductive load when the switch is periodically turned on and off.

Again, in place of the switch we put a mosfet, so turning it on and off means that we are applying a Vgs.
We can replace the diode with a voltage generator generating a time varying voltage Vin, which is either
Vdd or OV. The average voltage we are providing is Vdd*DC, where DC is the duty cycle. All this because
it is a linear time invariant circuit, so we could also use the Laplace domain.

Basically we have a LP filter with a time constant L/R if we consider the circuit in the upper right.

Then, Vin is a square voltage waveform that can be easily represented in the frequency domain because
it is periodic; hence it will be the sum of sinusoidal signals at discrete frequencies.

The average value of the square waveform is not zero, so we have a DC component, then one at fs
(switching frequency) and at all its multiple.
If fc << fs, the effect of the filter is to preserve the DC component and attenuate all the other harmonics.

What about the steady state of the current after the transient?
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Firstly, the average value of the current at steady state will be Vdd*DC/R. But upon the average we see
some current ripples. They come from the harmonics components that are not completely filtered out by
the filter.

The relationship between the amplitude of the ripples and the cut-off frequency is that the larger fs with
respect to fc the smaller the peak to peak ripple, because the larger the switching frequency the more the

attenuation of the harmonics. <
As for the transient, it is exponential with a ripple superimposed to it. Vag 2
Let’s consider a situation where the time constant L./R is comparable with I/

the switching period (so fs is comparable with fc). TR ‘-

We want to compute the effective current during the transient and at the end of the transient.

The equation in the upper blue box is the voltage drop across the load, which is the sum of the two
contributions.

IL(t) A 1

lp - L :
N ,ngf\t'unm v.()=Rei, (0 +L 20

0 T |
<> T 2T (-)Ts nTs t
DTs
During the switch-ON period: Note: 4, is defined as the
di (i) ) elapsed time during the ON
L_ata +R-i(t,) =V, for0<t, <DTg period of a cycle.

t, t

yielding ULF%U‘E f)+|1~e : for0<t, <DTy)

DT, DT,

ie., [Iz_%ﬁ—ef)-kh-ef atta—DTs] (1)

We can analyze the transient focusing on a generic switching cycle, in this case from (n-1)Ts and Ts. The
switching cycle is split in two parts, switch on and switch off. t_a is the time elapsed during the on time.
We can write the differential equation that describes the current evolution.

i_1(inf) = Vdd/R and i_I(0) = 11, where I1 is the current at the beginning of the switching cycle.
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At the end of the on time period the current is described by the bottom blue box.

During the off time period the equation is still the same, the only difference is that the current is now
directed to the freewheeling diode, so the voltage drop across the load is 0. Once again the time origin is
moved. The solution is that i_l drops exponentially and we can write the i_I at the end of the generic
switching cycle just by replacing t_b = (1 — DC)Ts.

L4 ONTOFF
L ’ . di (t
N g Ny =R D
1
| i
|
o ———
<> Ts 2Ts (-1)Ts nTs t
Ts
During the switch-OFF period: Note: 't,’ is defined as the
di (t.) elapsed time during the OFF
L%#— R-i(t,)=0 for DTy <t, < T period of a cycle.
which yields:

ty

i(t,)=1,-e * for 0<t, <(1-D)T,

(D)1,

i.e., [i,_(nTs) = |2 .e B at tb _ (1_D)_I_S J (2)

Then, by combining equation 1 and equation 2 and replacing i1 with i_l at the time instant (n-1)Ts.
In the end, the current at a generic n switching period is equal to the current at the end of the first
switching period plus the current at the beginning of the generic n switching period.

it n

1}
-

n=2 n=3 NOTE:
Equation (3) represents a
linear recursion between two

successive values of the
inductor current.

t

» Ts 2Ts 3Ts
DTs

Combining eq.1 with eq.2 and replacing |; with i ((n-1)Tg) we get:

DT, (1-D)Tg Ts

iL(nTS):%[Le & +i((h-1T,)-e -

that is,

[iL(nTS ) = iL (Ts )+ iL((n - 1)Ts) ers] (3)

So equation 3 is a linear recursion between two successive values of the inductive current. We start by
calculating the current at the end of the first switching cycle, we use this current in equation 3 and we
compute the current at the end of the successive cycle and so on.

This is what is done in the next image.
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Q2WILCIEeU IK-L 10dQ . . . s
'L(ZTS):lL(Ts)'HL(Ts)'e !

IL(t) = = = Ts
0=t n=2 n=3 |(3T)—|(T)+|(2T)er

|_|_ | __}__ L n-1 kTs
} o [iUnT) =i (T 20: e

0 } | [ 't

<«» Tg ZTS 3Ts

DTs - ) .

F|n|te geometrlc series
X _Xb+1
Therefore: Z JxJ

1 X

i (nT ) —i (T )1_ e - NOTE: i (nTg) values lie on an
- S Ts exponential function having a time
' constant t

The final more compact form is the one in the light blue box.

If we consider the finite geometric series up to n, it has a solution that it is the one in the yellow box. Of
course, x = e(-Ts/tau).

In the end, the current at the end of a switching period is the current at the end of the first switching
period multiplied by a fraction (red box).

At the denominator we have a discrete exponential function that starts from 0 and runs up to a steady
state value that can be computed with n = inf.

So the i1_1 at a generic cycle lie on an exponential function whose time constant is tau = L/R.

NB: this equation provides the current at the end of the switching period, not at every time, but it is not
a problem because in the switching period we know which is the shape of the current.

At steady state we reach the steady state value, a situation where the current starts from a minimum
value, reaches the maximum one and then goes back to the initial value. The average value of the current
(red box) is the one expected.

() A
max
Imin
0 | 1 >
> T 2Ty 3T t
DTs
DT, DTg
| VDD 1-e - | VDD 1-e °
MIN T, AR I
R 1 _ eT 1 -e

from eq.(3) with ly= i (nTg) forn 2 «

These results are typical of any first order system driven with an intermittent force, either electrical,
thermal, mechanical ecc.
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We want to understand what happens at steady state using some simple techniques.
The average inductor current at steady state can be easily calculated by considering:
- Properties of current and voltage waveforms in periodic steady state (PSS).
- Principle of inductor volt-second balance in PSS.
- KVL and KCL in PSS.

Steady state

+ steady-state condition implies that voltage and current
waveforms repeat with a time period T. Therefore:

v(t+T)=v(t)

and

i(t+T)=i(t)

Periodic steady state doesn’t mean that voltage or current are constant, because that is the concept of DC.
Steady state means that current and voltage are variable but they repeat with a period.

Principle of inductor volt-second balance
Inductor defining relation:

Q)
v =L,

Integrate over one complete switching period:
1 to+T
Wt +T)-i(t,)=0=C jv (t)dt
In periodic steady state (PSS), the net change in inductor current is zero:
0= f v, (t)dt

Hence, the total area (or flux linkage) under the inductor voltage waveform is
zero whenever the converter operates in PSS.
Equivalently:

1 to+T
0= ivL(t)dt = (v (1))

The average inductor voltage is zero in PSS (volt-second balance).

We start from the voltage-current relationship in an inductor (ideal inductor). Then we integrate over a
switching period between the generic t0 and t0 + T.

So the integral is 0. We can rewrite it by multiplying everything by 1/T; if we do so, we get the average
voltage across the inductor, that is zero at periodic steady state.

The average voltage across an inductor that is operated in periodic steady state is zero, and this is called
volt-second balance.

This is the dual of the average current flowing through a capacitor operated in periodic steady state that
is zero (ampere-second balance).

We can see the voltage second balance on the example we were considering before. Let’s consider the
voltage drop across the ideal part of the inductive load and the one below is its plot. When the switch is
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on, the voltage drop across the ideal component is Vdd minus the voltage across the resistor. Since the
current is increasing during the on time period, the voltage drop is decreasing.

When we turn off the switch , the voltage drop across the ideal part of the inductor changes its sign and
it is -i_L*R. once again, i_L is decreasing.

We apply the volt-second balance. The integral between 0 and Ts of the voltage across the inductor must
be zero, we can split the integral in two parts, from 0 to DTs and from DTs to Ts. The first integral is the
area during the on time period, the other during the off period. So the red area must be balance by the
green area. The areas are the products of the voltage and time.

v _ia(t) Vd ~0 T
VDD-RlL

DTs . T .
[L (VDD - RIL)dT - LTS Ri dt = 0] apply VSB

1 (s,
V,, »D—R-{T—SL |Ldt} =
IL
Just by applying the volt-second balance we get the value of the average current i_L (steady state average
current).

KVL and KCL in periodic steady state

» Since KVL and KCL apply at any instant, they also apply to averages.
Consider KVL:

3 v(t)=0, V(1) + v, (1) + vy (1) + -+ v, ()= 0

Aroundloop

le t)dt—— Ivz(t)dt+ jv (tdt+--- +_ ij tidt =

ty

1‘»4
— |(0dt=0
rl

<V1> + {V2>+ (VS} +eeet (VN} =0 KVL applies to average voltages

The same argument applies to KCL:

Yitt)=0, L)+ () +i(t)+---+i (t)=0

Into a node
<i‘\> + <i2> + (ia) +ot <iN> =0 KCL applies to avereage currents

We can rewrite the summation of voltages performing an integration from a generic t0 to t0+T because
the integration operator is a linear operator. In the end we get the average voltages (assuming we are
operating the circuit in periodic steady state) = the KVL applies also to the average voltages if the circuit
is operated in periodic steady state.

The same conclusion can be drawn for the KCL.
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KVL applied to averaged voltages in PSS

vi(t)y _"'XDD
Vi =

*r——1_F——1 v-ov, VYt=DVoo

VR=R|LQQIE
0 Tt V, = 0
Vsw(t),
Voo VL is=0 L l i
e — 41 _ L _ Vsw=(1-D) Voo
0 Ton Tore t

Ts

Vsw=(1 'D)VDD< S

Apply KVL:
2 VDD _sz = VR = R'IL

V., =DV, =V, =Rl R

The average voltage across the switch is: when the switch is closed the voltage drop is ideally zero, when
the switch is open it is Vdd, so the average Vsw = (1 — DC)Vdd. So Vdd during the Toff and 0 during the
Ton.

We can apply the KVL and we get equation x. Furthermore, the average voltage across the ideal inductive
component is 0 by definition, so Vr = V_L and we get to the second equation.

SWITHCED R-L LOAD: SHORT Ts

iL(t) A
A ON ;OFF
P ' L
. T, <<=
=1/~ ! R
] >
of | !
¥ Ts  2Ts 3T t
DTs
. Vo, t, t, .
|L(ta)=?-—+l1-(1——)=forOsta <DTg (switch ON)
T T

()= -(1-) for for 0<t, <(1-D)T, (switch OFF)
T

We are in a situation where the switching period is much smaller than the time constant L/R, that is the
switching frequency is much larger than the corner frequency of the filter (fs >> fc). It is a situation that
1S very common in any power converter.

The only difference is that in place of pieces of exponentials, we can linearize and we have pieces of lines.
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0 | | | -
Ton Torr t
Ts  2Ts  3Ts S
AP = hhq h — Voo — R, T Al = -1, Torr = _&TOFF
- R t ' L on T L

The one below is the turn on transient, in a situation where the switching period is much slower than the
time constant; the current increases more or less exponentially until we get a steady state. At steady state

the ripple is a linear one.

i (1)

i,(ni"’)i Ei,r((n +1)T)

i(T)

i,(0)=0 * .
0 DI T 2T nT, (n+ DI,

When the converter operates in equilibrium:
i((n+ DT) =i (nT)

lie., i =-aj |

If Ts is much smaller than L/R, then delta_i_L is much smaller with respect to the average current, so
we can replace the instantaneous current with the average one, because the instantaneous current is very

close to the average one.

If T, <<t then Ai, << i.e., |~ L= (small ripple approximation)

Ve iglt
kald() Vd ~ O
+VDD Voo-RIL
- i~
4 0 Tt
VR=Ri|_ (R:; = —
-RIp
l iL TONT Torr
A L -

Apply V-s balance:
(Voo —RI,)DT=RI (1-D)T,
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This is the so called small ripple approximation, the amplitude of the ripple is negligible with respect to

the DC component of the current.
With respect to the previous calculations, if we replace i_L with the average current, the voltage VI1_id is

flat, and so the volt-second balance is the balance between the area of two rectangles. The result we get
is the same, but we don’t have to play with integrals because the voltage waveforms are square

waveforms.
We can also calculate the peak to peak ripple, which is important because we need to check that the ripple
is negligible. This is done calculating the current variation in the on and off time periods.

Under small ripple approximation, i.e. = =1,

V., —RI

A = LDT,

-Skq-opr,

=
Ll
I

In general, in any situation where the ripple is linear we can apply the small ripple approximation.

Example
+ Voo Voo =26 1V et oI, (Rr2)
Lj’“'a. R =12 /%
Il i ) L = 6mH e ’_/_’./_I.v,,-ltrL “F
R % Zay = W00m e ',
Vo = v T | Toee
jsav'— 100 KHz /- b= 30]_
I, 2 ST £ ppy ~STRTE
.. Tzzn -

|V-S Laf:..uq_ om L-‘ 4):.01-) = l/pp —(’]ﬂg_i-"lf%)

Y = Von =L, R*‘Eaﬂ]
/l]_t:om clom 'Pq}_f.nFP'q_DFF =0 [

IU:ﬂF'F =T Vn-zr_'&
[Ve, = Telrr2]o7; - [ 4o T k] -0)g=

T,= %wo-%i) |_¢3s14
R+ 2 - D

We can get to the same result applying the KVL applied to the average voltage.

Average model of the turn on transient

In the previous calculations we were interested in the steady state calculation. Turn on transient is a
current increasing in an exponential fashion. Upon this exponential increase we have the ripple. When
we want to understand the dynamical behaviour of the circuit we are not interested in the ripple, the
exponential is the important part, the underline average behaviour. We want to get rid of the ripple.

This can be done by applying a moving average.
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(1)

iL(nI‘)g fi, (O DT)

°0 DT, I 21, mi> (n—i nr, ot
« Ignore the switching ripple
1 oot + Inductor current is averaged over
<i (t)> — _J' Si (t)dt one switching period (running
LTS kot average)
« Switching harmonics are removed
(see part 6)

- This model replicate the average behavior of the system state

State-space averaging

A state space is a space having n dimensions where n is the number of state variables of the systems. The
state variables of the system are related to the energy we can associate to any independent conservative
element > independent inductors and capacitors.

In our case we have just a single state variable, which is the current in the inductor, associated with the
energy in the inductor.

The state space equation has to be split in to parts: one when the switch is closed, the other one when the
switch is open (blue system of equations).

L d'(;:t) =-R.i(t)+V,, for0<t<DT;
LdIchSct) = -R-i, (1) for DT, <t <T,

i q(t) = switching function
L dl(;:t) =R (t)+ q(t).VDD] - q(t)=1 for 0 <t<DT,
- q(t)=0 for DT, <t<T;

By averaging (running average) the differential equation we get:

[Ld<iL(t)>Ts

dt

=-R. (i L(t))TS +D- VDJ with  d(t) =Tij‘tt.nq(t)dt _D
s

fort=0

At turn-on, the average inductor current increases exponentially

We can write the two spaces equations in a more compact form by introducing the switching function,
which is a two levels function equal to 1 in the on time period and zero in the off time period.

Then to the differential equation in the blue box we apply the running average. In the end we get an
average state space equation of the red box. In this expression, the term D*Vdd is the running average of
the switching function, also called duty cycle function (in our case it is a constant value because the DC
is constant).

In the end we get a first order equation where the variable is the running average current, that is the red

dashed line of the next image. The equation in the red box provides both the behaviour during the
transient, as far as the average current is considered, and the steady state value.
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i (1)

11(771;)5 E)L((n +-1)I'()
(1) , L
i) 04 i : 1
OOy DT, T, 27, nt, (m+ 011
— V..D _t L
; _ _ _'pD .
(IL(t)>TS =i (t)= R 1-e- with T= E >> T

- we'll see this in detail in part 6...
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